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Abstract

Affective agent architectures are an important field of research for a wide
range of disciplines. Software or robotic agents that can reproduce some of
the (human) phenomena that are labelled as emotional have a range of applica-
tions in entertainment, pedagogy and human computer interaction in general.
In addition, the topic is relevant to cognitive science, and the processes under-
lying affective phenomena are important, if not essential, for the problems of
action selection and behaviour coordination in control architectures of entities
situated in open environments.

In this thesis, based on previous experience in modelling emotion, the
method of scenario-based analysis for the comparison and design of affective
agent architectures as well as a new approach towards incremental modelling
of emotional phenomena are introduced. The approach uses concurrent pro-
cesses, resources, and explicitly modelled related limitations as building blocks
for affective agent architectures. Rather than presupposing a complex frame-
work, an incremental methodology is proposed. As a key element, scenario-
based analysis is presented as a suitable new method to capture the relevant
aspects of an affective scenario of use for the comparison and the design of
affective agent architectures.

This thesis focuses on behaviour coordination as a central problem of an au-
tonomous intelligent agent. Based on a survey of current agent architectures
and their scenarios of use, as well as an analysis of recent developments in the-
ories of emotion, the proposed implementation approach is motivated for the
computational modelling of emotion in virtual worlds. Importantly, the incre-
mental method of building different executable computational models of emo-
tional phenomena based on reusable building blocks avoids the reification of
emotion types and static appraisal frames. The focus of the thesis, thus, is on
coordination mechanisms in a concurrent model of affective competences.
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Zusammenfassung

Affektive Agentenarchitekturen stellen ein wichtiges Forschungsfeld für ver-
schiedene Disziplinen dar. Software-Agenten oder robotische Agenten, die
die (menschlichen) Phänomene, die als emotional bezeichnet werden, teil-
weise reproduzieren können, haben breite Anwendungsmöglichkeiten in der
Unterhaltung, der Pädagogik und in der Human-Computer-Interaction allge-
mein. Darüberhinaus ist das Thema auch für die Kognitionswissenschaften
relevant und die Prozesse, die affektiven Phänomenen zugrunde liegen, sind
wichtig, wenn nicht sogar essentiell, für die Probleme der Handlungsauswahl
und Verhaltenskoordination in Kontrollarchitekturen für Entitäten, die in offe-
nen Umgebungen situiert sind.

Basierend auf früheren Erfahrungen in der Modellierung von Emotion, führt
diese Arbeit die Methode der Szenario-basierten Analyse für den Vergleich
und das Design von affektiven Agentenarchitekturen sowie einen neuen Ansatz
für das inkrementelle Modellieren von emotionalen Phänomenen ein. Der
Ansatz verwendet parallele Prozesse, Ressourcen und dazugehörende, explizit
modellierte Beschränkungen als Grundbausteine affektiver Agentenarchitek-
turen. Statt ein komplexes Framework vorauszusetzen, wird eine inkrementelle
Methodik vorgestellt. Als Schlüsselelement wird die Szenario-basierte Analyse
als passende neue Methode präsentiert, um die relevanten Aspekte eines af-
fektiven Szenarios für den Vergleich und das Design von affektiven Agentenar-
chitekturen einzufangen.

Die Verhaltenskoordination wird in dieser Arbeit als zentrales Problem für
autonome intelligenten Agenten betrachtet. Aufgrund eines Überblicks über
derzeitige Agentenarchitekturen und ihrer Anwendungsszenarien, sowie einer
Analyse neuerer Entwicklungen in den Emotionstheorien, wird der vorgeschla-
gene Implementierungsansatz als passend für die komputationaleModellierung
von Emotionen in virtuellen Welten gezeigt. Die inkrementelle Methode, ver-
schiedene ausführbare Modelle von emotionalen Phänomenen mit wiederver-
wendbaren Grundbausteinen zu implementieren, dient zur Vermeidung der
Reifikation von Emotionsklassen und statischen Appraisalframes. Der Fokus
dieser Arbeit sind daher die Koordinationsmechanismen in einem parallelen
Model affektiver Kompetenzen.
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1 Introduction
Where the contributions of this thesis to the field of affec-
tive agent architectures are laid out, the research approach
based on the incremental and iterative extension of executable
models is explained, and the structure of the thesis is ex-
plained.

The human mind is the most complex and still the most mysterious
kind of matter that we know of. Emotions are, in turn, one of the most
mysterious phenomena that the human mind, in contact with other hu-
man minds, can exhibit. One of the practical approaches towards solv-
ing the mysteries that lie within emotional phenomena is to build mod-
els, in particular computational models that are executable and that
can be experimented with [Fum et al. 2007].
Finding a suitable approach towards building computational models

of different emotional phenomena that enhance our understanding is
the main topic of this thesis. It is still an unsolved problem how to im-
plement intelligence or emotion in a machine. While there have been
big advances since the effort of the Artificial Intelligence field began,
both in the modelling technologies available and in the methods em-
ployed, and although many areas of application have been opened up
by insights and new techniques, many potential application areas are
still untapped due to the lack of suitable research results.
I argue that the research approach proposed in this thesis can be

used to cover phenomena as described by current theories of emotion,
while making explicit the symbolic and computational shortcuts neces-
sary to achieve a certain depth of modelling. This furthers the line of
research of Tabasco [Petta 2003] (see section 2.5): in addition to doing
away with reification of emotions, I aim at deconstructing the notion of
static appraisal frames, to be replaced by coordination mechanisms in
a concurrent model.
On a more general level, this research addresses the question of

when emotional mechanisms are warranted in artificial agents. For
which constellations of environment and agents are mechanisms mod-
elled after human emotion useful or necessary? What ‘emotions’ can
even occur in the limited virtual environments that synthetic charac-
ters inhabit?
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1. Introduction

Table 1.1: Main research contributions.

Scenario-based
analysis method
(Chapter 2)

The detailed characterisation of the scenario of use for a
specific agent architecture is introduced as a new and es-
sential means to capture the emotional potential of a sce-
nario as part of the interaction potential: what emotional
phenomena can actually occur in the world of the archi-
tecture and which cannot, and therefore can only be sim-
ulated or portrayed relying on designer knowledge. The
scenario description not only meets a requirement for de-
sign1 but provides also an effective tool for the compari-
son of (affective) agent architectures [Rank Petta 2006].

Analysis of re-
cent theories of
emotion and their
relation to imple-
mented models
(Chapters 3 & 4)

Based on an overview of recent advances in psychological
theories of emotion [Frijda 2007; Scherer 2000; Scherer
et al. 2001], those aspects that are most relevant to the
implementation of affective agent architectures and those
that have been taken up in different implementations are
presented and analysed.

Building blocks
for computa-
tional modelling
of emotion in
a virtual world
(Chapter 5)

Executable computational process models of emotion are
based on specific sets of modelling primitives. Motivated
by the requirements and the potential of a specific sce-
nario and concepts used by emotion theories, I propose
as building blocks explicitly bounded resources and con-
current processes acquiring and using them2. The com-
putational model thus focuses on the identification and
management of parallel processes and the resources they
access. Although the target domain is a virtual world, re-
sources are intended for ‘physically’ anchoring the agent
in the world. This approach aims at an incremental mod-
elling of a growing collection of emotional episodes, with
a clear documentation and delineation of technically nec-
essary simplifications of the natural phenomena.

An implementa-
tion that accounts
for modelled emo-
tions based on the
building blocks
(Chapter 6)

An episode of disgust is used to exemplify and discuss the
approach, which is realised using real-time cooperative
microthreading technology. The construction of such an
affective architecture poses the question of what config-
urations of processes and resources are relevant for spe-
cific emotional phenomena (from social emotion episodes
such as anger, shame, and gratitude to individual dispo-
sitions) and how they are coordinated. It is intended as
a principled step towards answering this question for dif-
ferent areas of application, such as interactive stories.
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1.1. Research Contributions

1.1 Research Contributions
One of the main contributions of this thesis (see table 1.1) is the pro-
posal to use explicitly bounded resources and concurrent processes
as building blocks for computational modelling of emotion in a virtual
world. The proposal is intentionally minimalist in that it refrains from
imposing any specific architectural framework with fixed parts and par-
titions. Complementing the short overview in this section, conclusions
are offered in chapter 7 for a summary evaluation of my work. The
role of emotion for believability, as a means of conflict resolution in the
control structure of agents, and as a driving force in drama connects
all of these contributions.

1.2 Open Challenges from Prior Work
The approach taken in this thesis is based on experience gained in cre-
ating synthetic actors. In earlier work—ActAffAct [Rank 2004, 2005],
see also section 2.5—I constructed affective agents to be used in story
generation. They were based on an extended belief-desire-intention
(BDI) model by integrating an appraisal process and static reified emo-
tion types as described in the OCC theory [Ortony 2003; Ortony et al.
1988]. This approach can be successful for a given target scenario if
the details of the interaction between agents and their environment
are suitably restricted. Compared to the richness of emotional life
in humans, however, and also considering the possibilities of human-
computer interaction (HCI) in recent virtual worlds, several limitations
became apparent.
This section presents details on the limitations of earlier approaches

and the objectives that result from addressing them. I propose to re-
think the building blocks of affective agent architectures to provide
for a reasonably complete and integrated agent architecture [Barsalou
et al. 2007; Thórisson 2007] while delineating shortcuts in modelling
necessary for technical reasons or reasons rooted in the targeted sce-
nario.
My approach acknowledges that ongoing ‘always on’ interaction of

the agent with its environment3 is fundamental, and that physical and
material constraints are important. These tenets can be put to use in a

1 This is similar to the distinction of design space and niche space by Sloman [Slo-
man 2000, 2004; Sloman Scheutz 2002], see also [Arbib Fellous 2004; Dolan 2002].

2 Please note that the proposal of using the building blocks described in this thesis
as abstractions concerns the runtime of models. At design time, there may well be
more suitable, higher-level abstractions.

3 Terminology used in this thesis: agents (virtual bodies plus control architectures)
are embedded in their environment; agents and environment form the virtual world.
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1. Introduction

virtual agent situated in a virtual world without sacrificing the benefits
of dealing with an environment under full control of the modeller.

1.2.1 Scenario Definition or Pitfalls to Avoid
As stated above, a suitably restricted scenario makes the use of a lim-
ited model of emotion viable. Models of artificial emotion are a crucial
element for building intelligent agents in social virtual worlds [Gratch
Marsella 2007], and can also provide valuable benefits for theorising
in emotion psychology [Cleeremans French 1996; Gratch et al. 2006,
2009]. Human emotions, however, are extremely complex phenomena
involving cognitive, perceptual, expressive and social competences. At-
tempts at operationalising mechanisms of emotion for an artificial sys-
tem in a virtual world need to choose from a range of approaches dif-
fering in scope, detail, and fidelity of simulation—both of the system
itself and the environment it is embedded in. The structure of cur-
rent computer systems and the abstractions that are easily available in
current programming languages often bias the structure of computa-
tional models: A single locus of control, widespread use of symbols for
internal state and communication, absence of timing constraints, and
conceptually unbounded use of resources are typical symptoms.
In early cognitive architectures, such features of implementations

have posed difficulties for their application in robotic scenarios, and
the concept of embodiment is often used to argue for the need of a dif-
ferent approach for agents in the real world [Chrisley Ziemke 2003].
More generally, it is the particular scenario of use, including the moti-
vation for modelling emotion, that determines the requirements that a
particular implementation needs to meet [Rank Petta 2006].
A key point of the research approach pursued in this thesis is there-

fore to start with an analysis of the limitations of earlier approaches
and to use them to formulate requirements and objectives for manage-
able scenarios that can help to overcome these limitations. Details on
the scenario-based approach can be found in section 2.3, a more com-
plete presentation of the specifics of related agent architectures will
be presented in chapter 4. The following list gives an overview of the
limitations I aim to address:

• Symbolic sensing and acting: The simulation of sensing and acting
in a virtual world by exchanging pre-structured symbolic informa-
tion does not match the intricate relation between perception and
appraisal in real life. The disambiguation, structuring, and val-
uation of information acquired in sensorimotor interaction is an
integral part of appraisal as proposed by emotion models in cog-
nitive psychology.

14
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1.2. Open Challenges from Prior Work

• Reified emotions: An advantage of the use of a small set of distinct
and fixed emotion types as a mechanism rather than a means of
analysis/reflection is that it circumvents the need for a process-
based implementation of finer granularity [Petta 2003]. However,
emotions have temporal extent, they unfold over time, vary over
time, and include constituent processes at different time scales
[Frijda 2007]. Inevitably, abandoning the use of reified emotions
entails the issue of what alternative approach to adopt to define
the specific emotional phenomena to be reproduced and evalu-
ated.

• Rigid behaviour structures: Classical BDI architectures use plan-
ners that are based on action sequences of relatively coarse gran-
ularity. The necessary realisation of higher level actions in adap-
tive lower level structures is often neglected and this often leads
to easily recognisable repetitiveness. An agent that is situated in
a world often can exploit the structure of the world itself to limit
the complexity of these coordination tasks and to produce varied
behaviours.

These identified limitations led to adopting the following objectives
and goals for the design of a revised agent architecture and matching
target scenarios.

• Sensing and acting over time: In a virtual world, the designer can
choose from a range of mechanisms for the implementation of sen-
sorimotor interaction with the environment. To match the inher-
ently temporal nature of emotional phenomena, suitable mecha-
nisms have to be chosen. The dynamicity introduced thereby goes
some way towards overcoming limitations rooted in the shortcuts
of symbolic approaches.

• Embodiment for virtual worlds: More generally, the simulation
of the virtual world needs to take issues of embodied grounding
into account [Anderson 2003; Chrisley Ziemke 2003]. In partic-
ular, the (bodily) facilities available to an agent are necessarily
bounded. This includes the processing capacity, leading to the
necessity of tractable mechanisms. Further, the agent is phys-
ically located in a world—if virtual—and thus needs to obey its
physical laws, but it can also exploit the structure this embedding
provides in the form of its lifeworld [Agre Horswill 1997]. The pro-
posal to use parallel processes that are by default independent is
directly motivated by the need to overcome the limitation of rigid
behaviour structures. Such a collection of processes however then
needs flexible coordination mechanisms, regulatory components,

15
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1. Introduction

and means to actively direct and focus attention (internally and
externally) to actually engender the variety sought for.

• Multimodality: To ensure a virtual counterpart to sensing and act-
ing that at least approaches the breadth of human activity, I target
a scenario that involves four different modalities: seeing, hearing,
smelling, and basic forms of physical movement andmanipulation.
The complexity of these modalities (and other objectives such as
real-time interaction) limits the extent to which they are simu-
lated. Therefore the mechanisms are simplified using for example
false-colour rendering to model vision and simple spheres of in-
fluence for smelling and hearing [Thalmann et al. 1997]. The con-
sideration of multiple modalities avoids simulating a single modal-
ity in detail at the cost of reduced breadth of coverage of agent-
environment interaction.

• Real-time human-computer interaction: Synthetic characters are
intended for interaction with humans in real-time. Targeting in-
teraction with humans from the start constrains the allowed pace
of the model: the pace of timely interaction must not be neither
too slow nor too fast.

• Social setting: A social setting, i.e. interaction between two (or
more) agents and a human user, is fundamental in order not to
lose core aspects of emotion from sight [Parkinson 2001]. Many
emotional phenomena can occur in social settings only.

• Status of situational meaning structures: One possible solution
to the problem of reified emotions, apart from limiting oneself to
the recognition and reproduction of expressive behaviour and cop-
ing behaviour, may be to focus on the framing of individual ap-
praisals as they occur inside an architecture. ‘Situational meaning
structures’ (or appraisal frames) [Frijda 2007] are theoretical con-
structs that aggregate information of individual appraisal checks
(or ‘stimulus evaluation checks’ [Scherer 2005]). When process-
based models of emotion are implemented, a decision needs to be
taken on how, when, and whether to aggregate individual imple-
mented appraisal checks into such a larger structure [Marsella
Gratch 2009; Reisenzein 2001]. Pre-existing and static appraisal
frames (such as reified emotion types) result in predominantly lin-
ear dynamics in the effects on behaviour. To overcome this lim-
itation, coordination mechanisms of more fine-grained appraisal
processes are needed, but it is an open research question whether
the effects of independent appraisal checks are by themselves suf-
ficient to model the role of situational meaning structures in emo-
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1.2. Open Challenges from Prior Work

tional phenomena. Ideally, the observed behaviour that is usually
explained with the use of situational meaning structures should
be an emergent effect of such coordination (and any other) mech-
anisms.

• Parsimony: From the perspective of designing an emotionally com-
petent agent, it is preferable to employ a parsimonious model that
is readily understandable. However, such tendency might conflict
with the objective of grasping the complexity of emotional phe-
nomena.

1.2.2 Incremental Modelling, One Phenomenon at a Time
Taken together, the objectives pose a significant challenge: a suffi-
ciently complete and valid infrastructure is needed in which elements
relevant for emotion are present and functional. For the purpose of
this thesis, a sufficiently complex three-dimensional world that can be
manipulated by a human user has been developed as such a test-bed.
Rather than creating one general model, I aim to incrementally model
a growing collection of specific emotional phenomena in a grounded
fashion. As part of this approach, I fully expected to introduce several
shortcuts as necessary to model any specific phenomenon. In addition
to the objectives introduced above, these shortcuts, and the shortcuts
that any implementation of a virtual world needs to take compared to
real-world interaction, would be made explicit. Focusing on one spe-
cific phenomenon at a time also helps to avoid introducing unwarranted
postulates needed in models claiming generality: e.g., a set of a priori
personality parameters and very general competences, such as a global
planning process.
The development of a process-basedmodel followed structuring prin-

ciples. Based on earlier work [Rank et al. 2005], I use an initial typology
of processes (i.e.: activities, behaviours, tasks, regulation processes,
and action tendencies) and based on the component process model of
emotion [Scherer 2005], I assume five principal domains of resources
corresponding to the five organismic subsystems involved in emotion
(i.e.: information processing, support, executive, action, and monitor-
ing).
To exemplify and validate the approach, I will use the scenario of

modelling a specific emotional phenomenon, disgust, in a virtual world
setting similar to a computer game. The application of the approach is
illustrated through the modelling of a specific episode of disgust; after
which the subsequent extension to further phenomena and scenarios
is addressed.
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1.2.3 Evaluation
The evaluation of the proposed architectural design principles poses
another challenge. The underlying motivation for the concrete imple-
mentation work is the creation of synthetic characters to be used in
effective human-computer interaction. The design of the architecture
draws on psychological theories of emotion. Its implementation is a
research endeavour in computer science.
These three different (though related) disciplines suggest three dif-

ferent evaluation criteria. In the case of HCI, usability; for psychology,
a test framework modelled after controlled laboratory experiments; for
computer science, tests of feasibility and performance. In the scope
of this work, relatively simple performance measures defined on the
specific target phenomenon seem to be the most suitable evaluation
criterion. An example is a higher level description of a possible inter-
action sequence between the agents (and potentially a user) that can
be matched against the trace of actual runs of the system. This can
be used to test whether intended phenomena actually do emerge for
specific sufficient starting conditions and compliant user interactions.
The fundamental evaluation criterion, however, is the feasibility of

recreating features of the particular emotional phenomenon to be mod-
elled, solely through the interaction of relatively unspecific coordina-
tion mechanisms, rather than by introducing computational mecha-
nisms modelled after the features themselves4.
A further possible aim for designing a model of emotion could in-

clude considerations of the ontogenetic development of such an archi-
tecture and the correspondence with current knowledge about brain
anatomy [Granger 2006]. I currently exclude such considerations, to
constrain the scope of the effort. Another candidate aspect for future
work is extending the coverage of ‘higher level’ capabilities such as
complex memory formation, planning, and deliberation, on top of the
proposed architectural design principles.

1.3 Thesis Structure
As far as possible, each part of this thesis is written as a self-contained
module. Even so, earlier parts do provide background for the later
ones. Therefore, I recommend to read at least some of the earlier sec-
tions before skipping to the back of the text. As a guide for the expe-
rienced reader, each chapter starts with a short precis of the contents
to allow to judge the relevance to the reader's particular interests. As

4 This could also be described with the, unfortunately heavily overloaded, term
‘emergence’.
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a further aid for navigation and perusal, I provide a compiled summary
of all parts here.

Part I
Emotions, Agents, Stories

This part introduces the research topic, the research approach, and
the research questions of the field of affective agent architectures.
IntroductionChapter 1
Where the contributions of this thesis to the field of affective agent

architectures are laid out, the research approach based on the incre-
mental and iterative extension of executable models is explained, and
the structure of the thesis is explained.
Affective Agent ArchitecturesChapter 2
Where the terminology and research questions surrounding the con-

cept of affective agent architectures are introduced; where the applica-
tion areas they are useful for are reviewed with a focus on Interactive
Storytelling and the requirements of interactive storyworlds; where the
concept of a scenario is defined to support the comparison of different
architectures.

Part II
Behaviour Coordination

This part focuses on the modelling of emotion, both in theoretical
approaches of different disciplines and in the implementations of com-
putational models of emotion, and its relation to the topic of behaviour
coordination.
Theoretical FoundationsChapter 3
Where the relevant concepts of cognitive appraisal theories of emo-

tion are explained; where the importance of emotion in behaviour co-
ordination is motivated; where the descriptive concepts of levels, mod-
elling primitives, and embodiment are examined.
Survey of Related WorkChapter 4
Where the uptake of emotion theories in computational modelling

is examined; where different agent architectures and their application
scenarios are introduced; where implementedmechanisms that involve
emotion are pointed out.
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Part III
Affect, Processes, and Resource Management

This part presents the specific approach of this thesis based on ar-
chitectural building blocks and describes its application to emotional
phenomena.
Building Blocks for Computational ModellingChapter 5
Where the procedural primitives and the details of the chosen im-

plementation are described. Where the modelling of the limitations of
an agent is explained.
Disgust as First Emotional PhenomenonChapter 6
Where the instantiations of themodelling primitives in an executable

environment for reproducing a specific emotional phenomenon are de-
scribed. Where the extension of the implemented methods to further
areas of emotional life is described. Where the relevance of the con-
cepts developed in previous chapters is tested in the analysis of further
scenarios.

Part IV
Closure?

This part summarises the ideas presented in this thesis and points
out potential areas for future research.
ConclusionsChapter 7
Where the main contributions of the thesis are summarised and a

plan for potential future work is laid out.

Appendices

The appendices and the bibliography provide background informa-
tion on the implementation described in the thesis and the sources of
literature used within this research. Further, an index and a glossary
are provided for quick reference.
Microprocesses Package Based on Python and TwistedApp. A
Where the interface of the microprocesses package, a Python pack-

age that implements cooperative microthreading based on Python gen-
erators and the network library Twisted, is described.
Resources and Interprocess CommunicationApp. B
Where the implementation of resources and interprocess communi-

cation in the implemented system, BehBehBeh, is described.

20
155



1.4. Summary

Physics and 3D Engine Integration in BehBehBehApp. C
Where the implementation of the environment simulation for the

scenario of BehBehBeh based on a graphics engine and physics engines
as well as several other open-source libraries is described.

1.4 Summary
In this chapter, I have introduced the research contributions, the re-
search approach, its objectives and potential strategies for evaluation.
The chapter concluded with a survey of the structure of the thesis text.
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2. Affective Agent Architectures

2 Affective Agent Architectures
Where the terminology and research questions surrounding
the concept of affective agent architectures are introduced;
where the application areas they are useful for are reviewed
with a focus on Interactive Storytelling and the requirements
of interactive storyworlds; where the concept of a scenario is
defined to support the comparison of different architectures.

Intelligent software agents are a research area in artificial intelli-
gence that works on developing entities that are autonomous, persist
over time, and can act in and adapt to their environment. Agent archi-
tectures are used to implement these software agents in a principled
fashion. Affective agent architectures target domains in which emo-
tional and related phenomena are important or investigate the poten-
tial of contributions from emotion theory to improve performance in
other domains.
This chapter first introduces the agent concept and presents the dif-

ferent areas that this concept has been used in, as a tool for implemen-
tations or even only as a metaphor for aspects of models. Due to the
broad applicability, there are many application areas that can benefit
from an agent-oriented perspective. This chapter gives an overview of
these areas and takes a more in-depth view at interactive storytelling
in particular. So far a well-structured and clear-cut way of comparing
different agent architectures in particular in the areas that are relevant
to the present thesis was missing. I therefore introduce the method of
scenario-based analysis and comparison. Finally, the idea of interactive
storyworlds is used to concretise the research goals already presented
in section 1.2.

2.1 The Intelligent Agent Concept
[Russell Norvig 1995, 2003] have proposed the idea of an intelligent
agent as a unifying theme to present all of the diverse subfields of Arti-
ficial Intelligence (AI). In this context, agents are regarded as the main
topic of AI: entities that receive percepts from their environment and
perform actions in it, see Fig.2.1. For the purpose of this chapter, it
shall suffice to consider two aspects of the intelligent agent concept:
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software as an agent, and the human as primary example of an agent.
Chapter 3.3 will expand on more detailed aspects, such as different
ideas about the meaning of autonomy in affective agents and why a
strict conceptual separation of percepts and actions can be detrimen-
tal in the design of agents.

?

agent

sensors

percepts

actions

effectors

environment

Figure 2.1: The intelligent agent concept as illustrated by [Russell Norvig 1995],
p.32.

2.1.1 Software Agents
There is no undisputed definition of the term ‘software agent’ in the
scientific field. The definition that is probably most directly accessible
is derived from the common usage of ‘agent’ in everyday language, e.g.
the agent of an artist. Such an agent should be someone with exper-
tise in a specific field who is entrusted to act on your behalf. The most
important aspects of this definition are therefore trust and personalisa-
tion: the agent can be trusted to do the right thing and it is your agent
who respects your wishes and preferences.
Agent Oriented Software Engineering (AOSE) (and to some degree

also the related concept of a Service Oriented Architecture (SOA)) ad-
vocate the use of agent concepts in the design and construction of soft-
ware systems. Among the intended benefits, especially for distributed
systems, are an increase of flexibility and robustness. The abilities to
flexibly use multiple ways of doing something and to robustly detect
failures and respond appropriately are needed to deal with unexpected
events in often unpredictable environments.
In more general terms, [Wooldridge Jennings 1995] name four char-

acteristics that are relevant for software agents: reactivity, social abil-
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ity, autonomy and proactiveness. An agent is thus an autonomous en-
tity that can balance proactive and reactive behaviour as appropriate.
It pursues its own agenda, interacts with other agents, exists over an
extended period of time and does not require external control. Beyond
these technical definitions of agency, the relation of intelligent agents
to humans is of particular relevance for the modelling approach in this
thesis.

2.1.2 Humans As Exemplary Agents
The notion of an agent is foremost derived by taking humans as ex-
ample. Just as humans are capable of dealing successfully with their
highly dynamic environment, agents should be designed to capture the
most important aspects of intelligence for their specific environments.
The environment will often contain other agents, thus requiring social
abilities including interaction that is meaningful to third parties. Fur-
thermore, software agents that interact also with humans, need to be
understandable for them as well.
Several functions of such intelligent agents therefore borrow from

psychological concepts: perception and situation awareness, action
tendencies, coping, learning, communication, and signalling. On the
other hand, software agents are a valuable tool for models of natural
systems, including humans. The field of Agent-Based Social Modelling
(ABSM) is dedicated to these methods including cognitive modelling.
Emotional phenomena in humans and in interactions between hu-

mans are prime examples of what on the one hand can be modelled
using agents and on the other hand can improve the functionality of
software agents in many respects. Human emotions are part of the
subjective interpretation of dynamic and unpredictable situations in-
stigating specific kinds of reactions, see chapter 3.1. Software agents
in general could benefit from the properties that an emotional system
promises: indeed, it may be the decisive factor in a dynamic environ-
ment. Not only the interaction with humans is inherently dynamic and
unpredictable, also the environment of autonomous software agents in
computer networks, up to a global scale like the Internet, might be
easier to master with such a functionality.
The incorporation of emotion promises to contribute to all of the

agent characteristics proposed. The emotion process as a whole is di-
rected at selecting and steering action. A response that is both fast
and adapted to the situation as interpreted by the agent would provide
improved reactivity, and emotional expressions also add to what infor-
mation is communicated between agents and how. This for humans
mostly involuntary communication of emotional states would also con-
tribute to the social abilities of agents, as well as the consideration of
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standards (or social norms) in the elicitation of emotions and the pos-
sibility of long-term relationships through the longevity of preference
values for other agents. As a final example, motivations, a fundamental
element in the modelling of emotion, provide a basis for autonomy.

2.2 Application Areas of Affective Agent Architectures
In this section, I will characterise three different, but related, applica-
tion areas of affective agent architectures: Cognitive Science, Embod-
ied Conversational Agents (ECA), and Autonomous Personality Agents
(APA).
In Cognitive Science and related areas such as Psychology, intel-

ligent agents provide an ideal platform to test theories and models
computationally. An executable model of cognitive faculties enables
different research methodologies that were impractical before the ad-
vent of modern computing [Cleeremans French 1996]. Further, exe-
cutable models require building a reasonably complete model where
no parts can be washed over by hand-waving arguments (rather, at the
minimum, simplified mock versions need to be built). Finally, a com-
putational model is more conducive to provide explanatory models that
indicate mechanisms rather than models that are only descriptive [Fum
et al. 2007].
The term ECA has been popularized by [Cassell et al. 2000], a suc-

cinct definition is given in [Cassell 2001]: ‘an interface in which the
system is represented as a person, in which information is conveyed
to human users via multiple modalities such as voice and hand ges-
tures’ (p.67). While the effectiveness of such a person-like interface
for any specific application scenario can be debated, in any case such
interfaces need to integrate an understanding of human emotions in
interaction.
I use the term APA to describe agents that have their own agenda

‘built in’ and that exhibit some specific personality. For sustained in-
teraction with humans, it is important for an agent to act coherently
and consistently over time, an ability that psychology describes as per-
sonality. While an advanced ECA likely also falls under that definition,
an APA is useful in many different application areas, ranging from ped-
agogical applications to healthcare (cf. the idea of a virtual butler, that
does not necessarily require an ECA interface) and to entertainment
and art in new media [Manovich 2001; Murray 1997; Wardrip-Fruin
Montfort 2003]. Precursors of personality agents that are truly au-
tonomous can be found in present day gaming, where such an agent is
typically called a Non-Player Character (NPC).
This short list already gives an impression of the diversity of appli-
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cations that affective agent architectures can be used in. While the ar-
chitectures used in different areas sometimes are similar, the applica-
tion scenarios differ significantly. In order to capture the relevance of
differences and similarities, the next section introduces scenario char-
acterisations as a tool for comparing different applications of affective
agent architectures.

2.3 Scenarios for Comparability
In the EU-project Humaine5, I developed the notion of scenario descrip-
tions as a tool for comparison of affective agent architectures by mak-
ing criteria applicable across different agent applications explicit [Rank
Petta 2006]. To be able to relate different approaches that meet spe-
cific sets of requirements, I used a context-dependent analysis based
on scenario descriptions: scenario-based analysis. Such descriptions
explicate purpose of and motivation for building a system, detailing the
desired interactions while maintaining a clear separation from imple-
mentation aspects.
Aaron Sloman [Sloman 2005] makes a similar argument concerning

planning and evaluation of research6, arguing for a focus on robotic
scenarios. Scenarios are points in the niche space7 for agents: the
possible purposes and environments of use. However, scenarios are
also valuable for the design phase of a new agent application and they
suggest suitable evaluation criteria.
As scenario-based design and evaluation is an established concept

in usability [Cooper 1999; Nielsen 1993], I need to point out the differ-
ences to the present concept: in usability, specific user stories allow
for iterative refinement of the actual requirements of a system. A sce-
nario in usability is often a prototype that handles one user achieving
one specific goal and thereby focuses on specific functionalities and a
certain depth of the system8. The analogy I use for (affective) agent
architectures consists in regarding human behaviour as the system—a
scenario then is the part that an agent architecture should be able to
reproduce. Scenarios are thus used to capture the emotional potential
of an envisioned use of a system: those characteristics that help con-
strain which kinds of emotional phenomena can actually occur in the
virtual world, and which cannot—and therefore can only be ‘faked’ or
portrayed. Note that in most of today’s applications of character-based

5 http://emotion-research.net/projects/humaine/
6 See [Sloman Wyatt 2006] for a proposed scenario template.
7 In evolutionary biology the role of an organism in an ecological system to which

it is adapted is called its ecological niche.
8 Note that there are also other uses of the term scenario, e.g. to capture the social

situations surrounding the use of a system [Crowley 2006].
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interfaces, the expressed emotions are only portrayed in this sense:
e.g., the simplified interaction in many finite-choice-based dialog sys-
tems cannot support a deeper, grounded, model of emotion.

2.3.1 Scenario Descriptions
The basic characteristics of an application scenario are themotivation
for building the system, its purpose, and the details of a possible
deployment. Motivations may range from specific data about humans
or animals that the architecture should model (e.g. [Gratch Marsella
2004c]) to explicit hypotheses and open empirical questions that need
to be tested, and might also include specific engineering goals, e.g. the
improvement of behaviour selection in robots [Moshkina Arkin 2003].
A characterisation of the purpose of the system positions it along a
spectrum between real-world applications and the creation of virtual
entities that can be used in controlled experiments for the scientific
validation of (e.g. psychological) theories. The latter empirical and
scientific context is closely connected to the envisioned mode of eval-
uation, possibly including explicit performance functions but also less
concrete design criteria that the system should meet at a social level.
As to the details of deployment, a crucial point is the characteri-

sation of the system’s interaction qualities: this includes the user in-
terface as well as the interactions between the agents and their en-
vironment. In fact, the user interface can be regarded as a special
case on the spectrum of agent-environment interaction that ranges
from sequenced binary decisions and discrete sensations (e.g., in the
Prisoner’s Dilemma) to the complexity of human interaction in the real
world. User interfaces can be as reduced as in choice-based menu in-
teraction or as complex as, potentially, in robotic applications. In the
case of affective interactions, ontologies derived from folk psychology
or a particular emotion theory are needed to describe the interactions
possible in a scenario. I want to emphasise that such characterisa-
tions are mostly formulated from an external perspective: the objects,
properties, relations, and processes mentioned in these descriptions
do not automatically imply or justify their actual use or reification in
architectures tackling the scenario (symbolic models that directly op-
erationalise folk psychological terms are one possibility, but usually
lack grounding [Norling 2004]).
Interactions can be described informally as typical scenario scripts

that illustrate the possible activities, including tool use and social re-
lations, as well as the utilisation of second-order resources, comple-
mented by negative scripts that explicate interactions that fall outside
a given scenario9. A more formal description of interaction qualities
could also include all agent tasks possible; agent-local performance
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measures (e.g., the amount of resources collected over time or per
timestep in a simulation); the average number of conflicting long-term
or short-term tasks; and further qualitative behavioural criteria such
as coherence, variedness, or believability in virtual character applica-
tions. Even though hard to quantify, the latter often form an essential
part of scenario descriptions.
Another part of the details of deployment is the characterisation of

the environment as presented to the agent. This comprises the intrin-
sic limitations, dynamics, and regularities of the interactions. For sim-
ulations, this includes properties such as being time-stepped or asyn-
chronous, with the resulting differences for the possible interactions
and mechanisms (cf. the ‘PEAS’ characterisation in [Russell Norvig
2003]). It is apparent that the interface to its world differs substan-
tially from a robotic agent to a virtual one, but even in simulated en-
vironments a range of sensorimotor interactions is possible, including
simple choices, artificial life simulations, and simulated physics. The
scenario should also specify the numbers of agents and agent types (in-
cluding interacting humans) in terms of typical and hard or practical
limits10. For practical reasons, references to related scenarios are also
helpful.
My overall tenet is that architectures targeting related scenarios

will benefit from analyses framed by scenario characteristics. This is
especially true for target scenarios calling for several emotional compe-
tencies, such as interactive storyworlds [Rank Petta 2005b] addressed
in section 2.4.
To summarise, a scenario that is suitably defined and restricted clar-

ifies what kind of (artificial) emotions are warranted in it, which are
frequent, and which are possible at all.

2.3.2 What Architectures Aim For
The questions that scenario descriptions are to frame are: What are dif-
ferent affective architectures aimed at in their implementation of emo-
tional mechanisms? What is the intended role of mechanisms designed
to capture (parts of) the phenomena called ‘emotion’ for a system in a
given scenario? In this section, I give an overview of my conceptualisa-
tion of the possible roles emotion can play in an affective architecture.
Examples of architectures and their respective scenarios can be found

9 A negative script for a robotic competitive two-resource problem could for exam-
ple include recognising that the other robot is currently consuming, or maybe even
any sensing of the other robot at all. A cooperative solution would then fall outside
this specific scenario, but could be part of an extended version.

10 Consider e.g. the (arguable) inappropriateness of shame (as opposed to remorse)
in a simulation with only two agents.
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in chapter 4. Issues that are related to problems of shallow vs. deep
modelling of emotion need to be considered: When is it justifiable to
attempt to model only a single mechanism purported to be part of emo-
tional phenomena? The roles of emotion as a whole as well as the roles
single affective mechanisms can play in scenarios need to be examined
from a computer science and AI perspective, striving to distinguish ul-
timate functions from proximate effects [Ketelaar Clore 1997].
The functional roles attributed to emotion include not only inform-

ing an entity’s decision making system about the significance of sit-
uation changes [Frijda 1986; Sander et al. 2003], but also integrat-
ing disparate architectural mechanisms, as well as a strategic role in
structuring situated behaviour—especially in socially situated contexts.
[Scheutz 2004] presents a list of potential roles of emotion in artificial
agents and [Arzi-Gonczarowski 2002] proposes upgrades to basic reac-
tive mechanisms that are related to emotional functionality. Such dif-
ferent functional roles are called for in different subsets of all possible
scenarios. The generation and recognition of expressive behaviour are
prominent examples of emotional functionality, as they are the focus of
most work in the realm of ECAs, but may be less important for research
on behaviour arbitration in robots. To my mind, an overarching charac-
terisation of emotion can be reached by considering the relation to an
agent’s autonomy. Autonomy is here understood as a matter of degree
(cf. the important role of automaticity in human behaviour [Gollwitzer
Bargh 2005], see also chapter 3.3), and an agent needs to determine
when and how it can (or needs to) exert its autonomy with respect to
its environment. Autonomy, thus, refers to the ability to actively limit
or allow influences of the environment on the agent11.
A basic need of an autonomous agent is therefore the active con-

strual of the subjective meaning of changes (including the passing of
time) in relation to its concerns, where a concern indicates the dispo-
sition to desire occurrence or non-occurrence of a given kind of sit-
uation [Frijda 1986], and the reconfiguration of the agent to meet
the identified challenge or opportunity. This is increasingly relevant
in scenarios that call for the repeated re-evaluation of construals be-
cause of ambiguities and the lack of clear-cut distinctions, such as in
sustained real-time interaction with humans. Functionalities of single
mechanisms can be regarded as subserving the appraising and cop-
ing processes. One behavioural functionality associated with emotional
processes (and an agent’s personality) is the long-term persistence and
coherence of behaviour [Ortony 2003]. Process component models of

11 Note that this conception of autonomy differs from the definition in [Russell
Norvig 2003], p.37: ‘To the extent that an agent relies on the prior knowledge of its
designer rather than on its own percepts, we say that the agent lacks autonomy.’
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emotion elaborate in detail on perceptual functions of emotional pro-
cesses, i.e., the detection of constituents of emotional experience, such
as novelty, pleasantness, and goal relevance. The more the interaction
with an agent’s environment is unconstrained, the more complex are
principled assessments of these components. It then becomes worth-
while to provide operationalisations even of single affective mecha-
nisms.
The social lifeworld of an agent [Rank Petta 2005a] needs to be con-

tinually re-enacted, with support from emotional competences such as
the detection of norm violations and from shared activities, i.e., rou-
tines of structured agent interactions. The knowledge about regulari-
ties and their active maintenance is as crucial in the social context as at
the physical and behavioural levels. A social aspect of emotional com-
petence therefore is the ability to exploit these regularities as a special
case of (external and internal) cognitive artifacts [Hutchins 1999]. A
different perspective on the social functionality of emotion is provided
by transactional accounts that describe emotional behaviour as skillful
engagement with the world for relationship reconfiguration [Griffiths
Scarantino 2005]. The strategic role of emotional behaviour, on these
accounts, is to influence the behaviour of other organisms. A simi-
lar conceptualisation is at the heart of Affect Control Theory [Heise
2002, 2004], which highlights the confirmation of expectations related
to one’s social role. Evidence sustaining these views includes the im-
portance of social context, such as the effects of audiences on the likeli-
hood of display of emotion. Examples of scenarios that warrant several
of these functionalities can be found in robotic applications integrat-
ing human-robot interaction, and in virtual worlds that allow relatively
unconstrained real-time interaction with multiple agents and human
users. While designers of robotic scenarios often need to be preoccu-
pied with the details of real-world interaction, virtual worlds allow to
create scenarios of differing degrees of complexity.
A more constrained example of the latter type of scenario covered

in the next section are virtual storyworlds. Here, for an interesting
amount of detailed interaction to be possible without preventing dra-
matically interesting coherent activities, different functionalities of emo-
tion are needed: The coherent expression of emotion and its long-term
influences, as well as the embedding in a social context are crucial for
dramatic experiences. In relatively unconstrained environments, the
problem arises of relating the rich and direct interactions on a small
time-scale to the variety of activities on a larger time-scale. In current
agent architectures these different aspects are separated as they in-
volve different representations and levels of abstraction: from direct
coupling to symbol manipulation on the other end. Comparing scenar-
ios and identifying and investigating those that warrant multiple levels
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should help to better understand and integrate this current gap. The
following section elaborates on interactive storyworlds as one class of
scenarios with suitable characteristics.

2.4 Requirements of Interactive Storyworlds
This section presents interactive storyworlds as a class of scenarios
that allow for investigation of the aims laid out in the previous sections.
The particular scenario for the implementation described in this thesis
cannot be termed a real storyworld: the motivation and purpose of the
implementation relate more immediately to the scientific requirements
of a PhD thesis rather than an entertainment application. Neverthe-
less, the requirements that I adopted are motivated by the long-term
vision of autonomous characters in interactive storyworlds, even if the
specific scenario (a disgust episode, see section 6) is inevitably and
intentionally restricted in scope and depth.
Emotions have been characterised as the essence of a story [Elliott

et al. 1998] and play a central role in engaging drama. Drama is the
art that deals with a refined version of emotional interaction between
individuals [Egri 1946; Vogler 1996]. Drama theories describe plays,
film scripts, and stories in general as changing constellations of emo-
tional characters. These ideas provide a starting point and success
criteria for the creation of interactive storyworlds. The goal of such
a storyworld is to simulate characters whose behaviour is coherent
in the context of drama. Explicit directions, however, given by a ‘di-
rector’ component, should not be necessary, the dramatic structure
should rather emerge from the very interaction with and of the char-
acters. Simplified formalisations of theories of drama can be used to
evaluate the results: The stories that arise should be motivated by emo-
tional constellations, not by plot directions. Based on the observation
that emotions are a prominent part of analysing and writing successful
drama, a storyworld system can use a psychological understanding of
the functions and functioning of emotion to facilitate interactions that
resemble drama.

2.4.1 Interactive Storyworlds
Storyworlds are virtual worlds inhabited by synthetic characters. They
provide an environment in which users participate actively in the cre-
ation of a narrative. Several recent projects that include simulated
worlds target the area of interactive narratives as a medium [Cavazza
et al. 2002; Louchart Aylett 2004; Loyall et al. 2004; Magerko et al.
2004; Mateas Stern 2006], others pursue pedagogical aims [Machado
2004; Marsella et al. 2000; Martinez-Miranda et al. 2008]. Synthetic
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characters are also put to use in entertainment and edutainment soft-
ware. Synthetic tutors or life-like pedagogical agents are used to fa-
cilitate playful learning; the AI component in computer games controls
the actions of NPCs. Both could be seen as synthetic actors that follow
a script but nevertheless have to react to a changing environment in
order to show appropriate and believable behaviour. A truly adaptive
engine for these applications could reduce the frequent issue that the
interactions are perceived as predictable and possibly boring.
Emotion in humans influences their behaviour. The expression of

emotion, be it consciously or unwillingly, conveys important informa-
tion to others. Emotional processes are important for reactive and
adaptive actions in a dynamic environment. Synthetic actors with the
ability to express emotions and to understand emotions expressed by
others would be able to use this information in the planning and co-
ordination of their actions. Using an imitation of the human emotion
system to influence their actions could provide them with flexibility and
adaptivity in an environment that is complex and unpredictable: e.g.,
in an environment in which autonomous actors strive for possibly con-
flicting goals, leading to a struggle that needs to be resolved—i.e. in a
dramatic environment.
There are several different approaches to adapt narrative to the

possibilities of new media. The notion of the narrative paradox charac-
terises interactive narrative as a compromise between authorial control
over the story flow and the freedom of interaction allowed for the user
of the system [Aylett 2000]. Approaches to address the narrative para-
dox range from plot-driven to character-based [Avradinis Aylett 2003;
Iurgel 2003; Louchart Aylett 2003]. At least the approaches that are de-
scribed as character-based require synthetic agents with autonomy and
personality. Affective agent architectures are used to construct such
autonomous personality agents [Gratch Marsella 2007; Trappl Petta
1997; Trappl et al. 2003], and computational models of emotion are
seen as a prerequisite for the required emotional and social compe-
tences (see also chapter 4).
Unconstrained real-time interaction requires agents that are situ-

ated. These should be agents that adapt to changes caused by the user
and to changes in the environment, while preserving the consistency
and coherence of their own actions according to their role and person-
ality [Ortony 2003]. To my mind, the decisive factor in this type of syn-
thetic characters is the operationalisation of a model of emotion. Con-
fer also the analysis of emotion at the ‘molar’ level in [Smith Lazarus
1993] as core relational themes that resemble distilled versions of plot
elements in drama theory.
To the individual agent, storyworlds present themselves as inher-

ently social domains, as social interaction is crucial for the solving of
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dramatic conflicts. In the ideal case, the author of such a storyworld
would be able to shift from today’s straitjacket of having to specify ex-
act sequences of actions to the authoring of possible behaviours and
activities, regularities in the environment, and the setting up of an
initial constellation of characters endowed with particular personality
traits. While the latter in all likelihood would not be an easier process
of authoring, it could open the door to a more flexible, and user-driven,
experience of dramatic structures.
The importance of emotion for (interactive) narrative is widely recog-

nised [Cavazza et al. 2003; Loyall et al. 2004; Martinho et al. 2003], the
focus varying from the role of expressive behaviour to convey character
state to the motivational influence of emotional evaluations. My own
approach [Rank 2005] (see next section) positions emotional processes
as the central element for adaptive behaviour in a dynamic storyworld
that allows for emergent plots.
The context of virtual worlds and real-time interaction restricts the

set of usable techniques. Furthermore, there are many approaches,
based on abstractions readily available in mainstream programming
languages, that fail to meet the requirements of the specific scenario
presented in this thesis, as already pointed out in section 1.2.1 and elab-
orated on in this section. The type of scenario I have in mind include
(themodelling of) two or more virtual characters in a three-dimensional
world that can be manipulated by a human user. For the purpose of this
thesis, such a world is to be a test-bed for the incremental modelling
of a growing collection of specific emotion phenomena in a grounded
fashion, explicating all simplifications considered as technically neces-
sary. This section details the requirements that impinge on my choice
of basic building blocks for such simulations.
Cognitive architectures often use a single control structure and a

small set of general representation schemes. An example is Soar [Laird
et al. 1987] and emotion models based on it [Gratch Marsella 2004a;
Marinier Laird 2006] which use, at the core, a single execution cycle
and a central hierarchical data structure modified by operators. Sim-
ilarly, logic-based agents employ propositions and a single inference
mechanism. Such mechanisms and representations have their uses,
and the present proposal is not aimed at replacing them with a ‘better’
alternative. Rather, I try to identify building blocks for my approach
that allow the use of diverse resourceful [Minsky 2006] methods (i.e.,
having several ways to perform a task and the ability to switch between
them as appropriate in a situation), while providing the features that
I deem fundamental: fidelity of simulation, compatibility with theories
of emotion, tractability, and the explication of modelling shortcuts.
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2.4.2 Fidelity of Simulation
For my conception of storyworlds, an agent is to be simulated as a phys-
ical system with resource bounds in both space and time. The simula-
tion of an ‘emotional mind’ as a physical system in a digital computer
that is inherently serial calls for mechanisms that approximate the con-
tinuous and massively parallel nature of emotional agents acting in the
real world, i.e., living beings. Further, all the resources in the model
are part not only of the agent but also of the (simulated) world and
thus not under the exclusive control of the agent. As an example of
an external influence, consider a physics simulation that is part of the
environment: Given its continuous effect on the agent, it warrants in-
clusion of adaptive action monitoring processes in the agent. Similarly,
simulated visual perception has to be actively directed to focus on spe-
cific parts of the environment, and processes internal to the agent are
likewise bounded, e.g. in terms of available processing time. Fidelity
of simulation also implies that robotic architectures, where physical
and material constraints cannot be abstracted, are a relevant source of
insights. [Arzi-Gonczarowski 2004] argues for transferring the issues
of embodied grounding that are relevant in creating particular but ap-
proximate models of intelligence for robots to the theoretical founda-
tions for general accounts of intelligence. Similarly, [Aylett 1999; Petta
1999] present examples of applying the striving for applicability in the
real world, as in robotic architectures, to virtual worlds.

2.4.3 Emotion Processes in Psychology
The building blocks chosen should allow assembly of models that are
compatible with the rich descriptions of emotion processes in the psy-
chological literature (see section 3.1). Two specific accounts of cog-
nitive appraisal theories of emotion [Ellsworth Scherer 2003] shall be
mentioned here: Scherer's component process model (CPM) [Scherer
2001] and Frijda's description of the laws of emotion [Frijda 1986,
2007] are both well suited for a process-oriented modelling approach.
The following two aspects of these theories had a main impact on the
choice of modelling primitives undertaken.
First, emotions are an inherently temporal phenomenon. They are

episodes over time, vary over time, and include constituent processes
at different time scales [Frijda 2007]. Descriptive accounts of emotion
that disregard the temporal development of emotion episodes are of
limited use in real-time environments. The chosenmodelling primitives
should support the temporal characteristics of emotional mechanisms.
Second, both theories assume that the normal operation of a (hu-

man) agent involves many parallel processes, mostly unsynchronised
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and not reflected in overt behaviour. This can be inferred from the
descriptions of the internal changes making up emotion: Scherer char-
acterises emotion as an episode of interrelated, synchronised changes
in several organismic subsystems; Frijda highlights the control prece-
dence of the action readiness associated with an emotion, i.e. the ten-
dency to override other concurrent activities. Multiple action readi-
nesses can be aroused in response to parallel formation of appraisal
patterns, and while only one may initially instigate overt action, others
can surface later. Further, the primary effect of control precedence is
counteracted by simultaneously active regulation processes.

2.4.4 Emotion and Sociality
Emotional phenomena combine aspects internal to the organism, such
as the synchronisation of subsystems, with external aspects of social
behaviour, including dispositions and roles [Parkinson 2001]. The so-
cial aspect of emotion is another consideration explicitly included from
the start. It has no direct impact on my choice of building blocks,
but it motivates starting points for models of specific emotional phe-
nomena to be refined incrementally. As detailed in chapter 6, dis-
gust was chosen as example phenomenon, as the notion encompasses
both, an emotion with comparatively straightforward elicitors—core
disgust—as well as a distinctly social phenomenon in the form of socio-
moral disgust [Rozin et al. 2000].

2.4.5 Engineering Requirements
Viability

The requirement of the model of emotion to perform on mainstream
hardware entails simplifications and further alterations of the modelled
phenomena and the use of standard engineering methods to create a
modular and parsimonious architecture. These design properties are
valid modelling goals in themselves that do not necessarily need to cor-
respond to features of the modelled system.

Explication of Shortcuts

Modelling activities may introduce further simplifications in addition
to those due to viability concerns. One of my explicit aims is the clear
delineation and characterisation of any such shortcuts deemed neces-
sary. Two prominent examples unavoidable in current designs of broad
virtual agents regard the interfaces of the agent to its environment in
terms of sensing and acting and of common-sense reasoning. Subse-
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quent modelling efforts may refine the model by selectively reducing
the scope of such shortcuts.

2.5 TABASCO and ActAffAct
This section elaborates on my previous work as well as the TABASCO
architecture that are the sources for many of the ideas put forward in
this thesis.

2.5.1 TABASCO
TABASCO [Petta 2003; Staller Petta 1998] is a Tractable Appraisal-
Based Architecture for Situated Cognizers, an architecture for situated
agents that aims at integrating the emotion process, introducing ben-
efits that emotion offers to agent engineering. TABASCO is of special
importance to this thesis as it was a main inspiration for my previous
and also the current work. It uses a layered approach and considers
several variants of appraisal theories of emotion. The architecture has
been implemented in an interactive exhibit, The Invisible Person [Petta
1999; Petta et al. 1999; Psik et al. 2003], and as part of a dramatic
environment test-bed, ActAffAct [Rank 2004]. The interactive exhibit
featured a single child-like agent on a virtual stage and was running
continuously in a museum in Vienna, open to visitors all day, for nearly
ten years until the end of 2008 (see section 6.5 for more details on
the Invisible Person). The starting point of this line of work is the in-
tegration of insights from psychological theories on emotion with re-
sults from areas including cognitive robotics, ethology, and intelligent
agents for a principled generation and understanding of expressive be-
haviour. The following description of ActAffAct serves as a reference
for the origins of the current work as the insights gained during this
work led to most of the objectives described in section 2.4.

2.5.2 ActAffAct: Appraisal Made Easy and Coherence of Behaviour
ActAffAct is mainly a test-bed for the generation of dramatically in-
teresting stories. It consists of a simple 2-dimensional virtual space
that is populated by four agents with differing personalities and sev-
eral objects that carry the potential for conflicts. The four characters
are modelled after dramatic archetypes, specifically: a hero/protago-
nist, a villain/antagonist, a victim, and a mentor. Planning capabili-
ties in ActAffAct are derived from JAM (the Java Agent Model) [Huber
1999]—a descendent of the Procedural Reasoning System—that inter-
leaves plan execution and plan refinement. An appraisal register, a
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notion taken from TABASCO, adds the functionality of relevance de-
tection by exploiting information used in the planning process. The
resulting emotion instances in turn influence the planning process to
cope with the triggered emotion. As a BDI architecture, JAM provides
a plan representation language, goal- and event-driven (i.e., proactive
and reactive) behaviour, a hierarchical intention structure, and utility-
based action selection. This architecture was extended to fit the needs
of the ActAffAct scenario.
For a viable and tractable implementation of appraisal in the toy-

world of ActAffAct, a simple way to relate current behaviours to an
agent’s changing concerns was needed: Behaviours are categorised as
either trying to achieve something, helping others to achieve, or hinder-
ing them from achieving something. This reduces a part of the runtime
task of cognitive appraisal—namely assessing the relevance of a per-
cept to one’s own current goals—to simple pattern matching. The same
holds for evaluation of the conformance of an action to the standards
of an agent (e.g., the social norms), as these are expressed in terms of
desired and undesired behaviours as well. This categorisation of be-
haviours encodes the kinds of social commitment they introduce, and
allows the matching of sensory data, i.e., these categorised behaviours
provide situational meaning structure frames.
Filling of these situational meaning structures is realised by the in-

terpretation of current sensory data via plan-like structures that trans-
late the outside world data into inside subjective interpretations (i.e.
beliefs), taking the agent’s current context into account. An example
at a low level is asserting that an object sensed near the agent is reach-
able by it, but this may range all the way to interpreting the picking
up of a flower by the agent next to itself as the anticipated possibil-
ity of being offered a present, thereby forming a positive expectation.
These structures parallel what [Vosinakis Panayiotopoulos 2003] call
programmable perception, in the case of ActAffAct using information
about an agent’s current activities. The implementation circumvents
the social credit assignment problem by using custom-built interpreta-
tions that identify a responsible agent for every perceived action in the
world. These use only minimal knowledge of causal structures [Mao
Gratch 2003], and sometimes rely directly on high-level percepts from
the simulated world.
In order to ensure overall coherence, execution of behaviours has

often been split into three phases, of which the first and last are harder
to interrupt, simulating commitment to one’s intentions (in contrast to
utility-driven control that might drop just-started behaviours as well as
ones near successful completion). A timed pattern influences execu-
tion depending on the level of completion. Further, a simple approach
of aggregating a mood level from the history of recent appraisals is

37
155



2. Affective Agent Architectures

used to regulate the selection and execution of behaviours to enhance
coherence.
The intensity of the outcome of an appraisal of a perceived and inter-

preted fact is expressed numerically and compared against a threshold:
in case of exceeding that value, it instigates coping with this situation,
and the agent’s appraisal is expressed. Such expressive actions that in-
dicate an agent’s emotional state are in turn perceived and interpreted
by other agents triggering further appraisals.
Coping may introduce new activities. It is the main source of vari-

ation in generated plots. Coping activities lead to action that, by way
of the emotion process, is related to motivating percepts and concerns
of the agent. They use the information made available by the appraisal
of an event to decide on a suitable course of action to tackle this sub-
jective interpretation. Overall, this provides for the causal relations
needed for the dramatic plot of a story.
ActAffAct’s (simulated) domain was tested with different setups of

the four characters, one of which excluded the antagonist and thereby
the main source of conflict. In the no-conflict case the resulting inter-
actions of the characters, not surprisingly, do not deserve to be called
dramatic. A qualitative evaluation of the scenario with the full cast,
however, showed that minimal storylines can indeed be generated us-
ing this approach. A quantitative evaluation was not pursued as this
would have required a measure of ‘storyness’ for the comparison of
generated sequences of action, a complex research problem in its own
right. Even so, it could be demonstrated how a rather simple appraisal-
based architecture can address challenges in the distinctively social
domain of dramatic interaction successfully.

2.6 Summary
In this chapter, the concept of an intelligent agent and the specialisa-
tion of affective agents were explained. An overview of the application
areas for affective agent architectures was presented and the scenario-
based method of comparing different approaches was introduced. This
provides the background for part II where the construction of agents
and the modelling of emotion will be examined in more detail. In ad-
dition to looking at storytelling and interactive storyworlds as a spe-
cific example of a class of scenarios with requirements that are well
suited as test-beds for affective agent architectures, this chapter also
presented my previous work on the ActAffAct system.
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Behaviour Coordination
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3 Theoretical Foundations
Where the relevant concepts of cognitive appraisal theories
of emotion are explained; where the importance of emotion
in behaviour coordination is motivated; where the descriptive
concepts of levels, modelling primitives, and embodiment are
examined.

Processes involving emotion are now considered to be an important,
if not downright essential, part of the control structures of boundedly
rational situated beings. They allow them to react adaptively in a dy-
namic, changing, and highly complex environment. They are highly
flexible (compared to reflexes e.g.) and still do not necessarily require
conscious or voluntary reasoning.
Emotion is about the subjective significance (including the imputed

causes) of events and actions we observe. It is possible to make sense
of others by using simplified models of them to explain their actions
(cf. the notion of a Theory of Mind [Premack Woodruff 1978]). This is
also the way in which emotions are used as explanatory parts of drama
theory and as inspiration for components of different agent architec-
tures. But what processes in an individual are responsible for emotion
and the actions that are attributed to emotions?
The sections of this chapter look at the development of different

theories that try to capture phenomena involving such processes. This
chapter is about the uptake of different theories in computational mod-
elling as well as about the different perspectives in AI regarding mod-
elling of behaviour in general. At the end of the chapter, I collect cri-
teria and dimensions from theory and from the scenario-based method
described in section 2.3 to be used for the survey of related work in
chapter 4.

3.1 Emotion Theories
Most words that are used in emotion research have a vast range of
connotations stemming from ‘folk psychology’ (or commonsense psy-
chology), a term used in psychology and philosophy of mind to denote
the common understanding of mental states. The usage of words like
‘belief’, ‘desire’, ‘pain’, or ‘anger’ in natural language points to the con-
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cepts and possibly a whole theory used by us to explain behaviour, of
other people and of our own. See [Davies Stone 1998; Goldman 1993]
for a glimpse of the controversy about what form this theory might
have. In any case, the typical use of such words probably only scratches
the surface of the underlying processes responsible for the experience
and display of emotions that, in turn, allow us to use these terms suc-
cessfully for reasoning. One of the motivations of emotions research is
to clarify the nature of the responsible structures and processes.
There is no consensus in the cognitive sciences, not even in psychol-

ogy, about the single emotion theory. Many different and sometimes
contradictory theories exist. To understand the current situation, it is
advisable to first take a brief look at the history of emotion research.

3.1.1 History
As is the case for many scientific endeavours, one can find a starting
point for emotion theory in ancient Greece. Plato talked about a tri-
partite structure of the soul, distinguishing cognition, affect and cona-
tion. This separation has found its way into literature and resurfaces
with different names in several theories. Aristotle on the other hand
claimed that such a distinction is impossible. This conflict is mirrored in
much more recent debates in the psychology of emotion about the rela-
tion between cognition and emotion [Leventhal Scherer 1987], such as
whether emotion is primary and independent of cognition or secondary
and dependent on it. Modern componential theories see this dispute
as a largely semantic one, that vanishes if emotions are considered as
processes at several levels.
One of the first theories of emotion was formulated by Charles Dar-

win [Darwin 1872]. Darwin's work is notable as it claims that animal
emotions are homologues for human emotions, i.e. they are similar
because of their shared ancestry and thus suitable objects of scientific
study. He further claims the universality of ‘basic’ emotions across cul-
tures and species, and cites as evidence the similarity of expressions
of anger or disgust in animals and humans in the different cultures he
visited.
The James-Lange theory [James 1884; Lange 1885] also dates to the

end of the but last century. It is notable as it posits bodily changes as
the primary effects and holds that emotions are only the feeling of these
changes as they occur (i.e. we feel afraid because our heart races). In
contrast, WilhelmWundt, the father of psychology in Germany, claimed
based on introspection that emotion comes first. His work can also be
seen as the beginning of efforts to capture emotional states with di-
mensional models [Wundt 1905]. The Cannon-Bard theory [Bard Ri-
och 1937; Cannon 1927] is another counterpoint to James-Lange. It
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also puts emotions before physiological reactions and proposes the hy-
pothalamus as the brain mechanism that is responsible for emotional
responses, as well as the neocortex as the source of inhibition if ap-
propriate. Since then, an increasing number of areas of the brain have
been shown to be involved in emotions. The ‘Papez circuit’ proposed in
the 1930s [Papez 1937] is not used as a reference anymore, while the
notion of the limbic system, proposed around 1950 [MacLean 1949] as
one of the three main parts of the brain apart from the reptilian brain
and the neocortex, if heavily criticised (e.g. [LeDoux 2000]), is still in
use today [Dalgleish 2004].
In the 1960s, the first cognitive appraisal theories arose [Arnold

1960]. Current appraisal theories will be covered in the next section
in more detail. One of the early, more ‘cognitive’ approaches is the
so-called Schachter-Singer theory [Schachter 1970; Schachter Singer
1962]. It holds that the experience of emotion depends on two fac-
tors: the physiological arousal as well as the cognitive appraisal of the
arousal. An emotional experience only occurs if this interpretation of
the event is emotive.

3.1.2 Cognitive Appraisal Theories of Emotion
Psychological theories of emotion have developed sophisticated models
that try to explain human emotional behaviour. Although these models
are formulated in the terminology of psychological research that often
lacks a detailed formalisation, architectures for software agents can try
to operationalise them and provide preliminary validation of the feasi-
bility of the proposed model. Psychology has put forward several theo-
retical ideas about the processes of emotion in humans (see [Dalgleish
Power 1999; Davidson et al. 2003; Lewis Haviland 1993] and with a dif-
ferent focus [Forgas 2000; Martin Clore 2001]). The one family I will
elaborate upon are the cognitive appraisal theories of emotion.
Out of the various existing theories, the cognitive appraisal theories

of emotion have experienced a substantial consolidation and empirical
validation in the recent past. In this model, emotional experiences re-
sult from evaluations of the subjective significance of construed situa-
tions and events, according to specific dimensions or criteria [Arnold
1960; Ellsworth Scherer 2003; Frijda 1986, 1993; Ortony et al. 1988;
Roseman Smith 2001; Roseman et al. 1996; Scherer et al. 2001]. A
basic function of the emotional in a system is seen as the permanent
assessment of the surroundings according to the entities’ goals, inten-
tions and standards: appraisal. An individual's situation in the environ-
ment is checked with every perception for subjective relevance. Sev-
eral criteria are evaluated as detailed in the next paragraph. When a
perception is found to be of (e.g., negative or positive) importance, this
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does, however, not lead to a response directly; rather, another level of
indirection is posited. Appraisal triggers first a motivation for possible
further action, a so-called action tendency. Changes in the environ-
ment that are deemed to be of subjective relevance are addressed by
proposing lines of reactions. Rather than the descriptive character-
isations of emotions in dimensional or categorical models, emotion is
delineated as a process which I adopt as crucial element for the survival
of agents situated in complex social environments.

Implementation

For an implementation very detailed information about this process is
needed. There is some consensus about what criteria are needed for
the appraisal process (e.g. Scherer’s ‘stimulation evaluation checks’
organised in terms of four objectives: novelty, intrinsic pleasantness,
and goal relevance for the objective relevance; causal attribution, out-
come probability, discrepancy from expectation, goal/need conducive-
ness, and urgency for the objective implications; control, power, and
adjustment for the objective coping potential; internal standards and
external standards for the objective normative significance [Scherer
2001]), but less on how such checks are exactly executed. Opinions
differ also on the influence of action tendencies.
Psychological models of appraisal describe human faculties and are

as such of course formally underspecified for the purpose of implemen-
tation. The design of appraisal-based agent architectures—targeting
much simpler creatures—incorporates and has to refine various as-
pects of the psychological models considered for implementation. A
prominent feature of different appraisal theories are the specific crite-
ria used in the process of evaluating environmental change. Accord-
ing to [Ellsworth Scherer 2003], major subjective dimensions of stim-
ulus appraisal include: novelty and pleasantness (gatekeepers of the
emotion system, deciding whether a stimulus is noteworthy); the con-
duciveness of a stimulus to the agent’s concerns (i.e., motivational con-
structs, subsuming needs and goals, see below); the potential to cope
with the situation; and the social implications (an event’s relation to
social norms and values upheld by the agent). According to [Frijda
1986], appraisal criteria are coding categories, i.e., possible compo-
nents of situational meaning structures that characterise the subjec-
tive interpretation of a situational change. At least the simpler coding
categories for a current stimulus can be implicit in the perception pro-
cess and therefore immediate: this would e.g. apply for the gatekeeper
‘novelty’. Social implications and the identification of an agent deemed
responsible for a change of the environment on the other hand can in-
volve substantial processing.
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OCC and Ortony 2003

Out of the several works on appraisal, a very influential one for imple-
mentation and application has been [Ortony et al. 1988], often referred
to as the OCC model, although it is a theory. Examples of deployed
systems that reference OCC as a theoretical basis include [André et al.
2000; Bartneck 2002; Bates et al. 1993; Elliott 1994; Elliott et al. 1999;
Krenn 2003; Martinho Paiva 1999]. What I will call the Ortony 2003
model is a specialisation of the original theory for the purposes of build-
ing believable agents [Ortony 2003]. In a sense it tries to alleviate the
complexity of emotion and the problems of misuse of the OCC model to
cater for scenarios that ‘only’ need coherent and consistent behaviour
of characters.
Ortony relates types of emotional reactions to types of emotional

responses. The first scheme includes what can be subject to appraisal
and according to what it may be appraised. A basic distinction is made
between positive and negative reactions to a situation. Apart from that,
the object of the appraisal can either be an event, an action (by some-
body), or an actual object. Events might be relevant to an individual’s
goals, to the standards it tries to uphold, or to its tastes. Table 3.1
shows the types of reactions an appraisal can result in.
To be able to process its situation in such a manner, the individual

needs to have goals, standards and tastes. To make its reactions be-
lievable, i.e. consistent, these properties have to be relatively stable
and coherent. Teh goals of an individual directly affect its actions. Hu-
mans are said to have a hierarchy of goals dependent on each other,
with long-term higher-level goals on top, and transient subgoals be-
neath. Standards and norms are responsible for moral value in the in-
dividual’s world-view, and tastes or preferences give certain values to
single important objects of perception. All these perceptions can also
be directed inward, perceiving bodily changes or cognitive processes.
The emotion instances given in parentheses in table 3.1 are only ex-

amples that fall under the respective category, they are by no means
the definitive members of their group: they are just emotion-words
used in everyday language to explain reactions that might belong to
this category.
Each of the emotion types is associated with a varied group of re-

actions or behaviours. The appraisal of an event, action, or object as
belonging to one of these types triggers an inclination to use one of
these behaviours, a response tendency, as Ortony calls it. There are
mostly involuntary expressive reactions on the one side of the spec-
trum, changes in the style of internal information processing and at-
tention, and coping activities that include complex planned actions on
the other end.
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Table 3.1: Valenced reactions according to [Ortony 2003], p.194.

Positive Reactions Negative Reactions
to... against...
Event ...because something good

happened (joy, happy-for,
gloating)

...because something bad
happened (distress,
sorry-for, envy)

Goal

...about the possibility of
something good happening
(hope)

...about the possibility of
something bad happening
(fear)

...because a feared bad thing
did not happen (relief)

...because a hoped-for good
thing did not happen
(disappointment, sadness)

Action ...about a self-initiated
praiseworthy act (pride,
gratification = pride + joy)

...about a self-initiated
blameworthy act (shame,
remorse = shame +
distress)

Standard

...about an other-initiated
praiseworthy act (admiration,
gratitude = admiration + joy)

...about an other-initiated
blameworthy act (reproach,
anger = reproach +
distress)

Object ...because one finds
something appealing or
attractive (love, liking)

...because one finds
someone/-thing
unappealing (hate, dislike)

Taste

Frijda defines an emotion as a change of action tendency (e.g. ‘ap-
proach’ or ‘avoidance’), a change in the readiness to alter one’s relation
to external or internal objects. Ortony’s response tendency can there-
fore be seen as realising a change of action tendency on the one hand,
when it triggers plans and alter internal states, and on the other hand
as the result of a change of action tendency, when it deploys expressive
reactions. One theorised purpose of expressive response tendencies is
communicative, to reveal the elicitation of an emotion directly to others
that are watching.
Effects of information processing can either result in redirecting at-

tention or changing general evaluations about other agents or values
that the individual has. In Ortony 2003, coping is a very wide cate-
gory (and a prominent term in emotion research): Problem-oriented
coping is the most direct approach to solving the cause of an emotional
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reaction, trying to use a plan that brings the situation under control,
thus improving a bad situation or realizing or extending a good one.
Emotion-oriented coping is more involved, it is directed either at one-
self or another participating individual in trying to change or stabilize
the situation indirectly.
Ortony 2003 also elaborates on models of personality as an impor-

tant part of modelling a consistent and therefore believable character.
Several models of personality exist, most of them rely on the charac-
terisation of people along a small number of dimensions, e.g. the big
five traits [Pervin 1994].
A proposal for an approach to implement a mechanism in that way

is to start with only few parameters as for example the distinction of
promotion and prevention focus. This could influence the choice of
coping strategies directly. Promotion focus would tend to choose plans
that strive for pleasure, whereas prevention would first try to prevent
harm.

Concern Processing

Another central term in theories of emotion is the notion of a concern.
It is defined as a disposition to desire occurrence or nonoccurence of a
given kind of situation. This definition, taken from [Frijda 1986] p.335,
is related to but distinct from goals and motives as the latter terms
induce connotations of activity control. Concerns range from very con-
crete considerations—i.e., relating to an agent’s immediate tasks—to
abstract ones such as feeling competent that can lie dormant until an
emotionally pertinent event takes place. The relevant characteristic of
concerns is that they ‘can be defined as the dispositions that turn given
kinds of events into satisfiers or annoyers, into positive or negative re-
inforcers, for the subject or for the species as a whole’ [Frijda 1986],
p.335.
In the advent of a sufficiently relevant change in the perceived en-

vironment, the emotion process instigates a pervasive synchronised
effort of the agent’s resources, including the planning subsystem, to
adapt to and cope with the perceived subjective significance of the
eliciting event: to attend to or avoid, support or obstruct, pay atten-
tion to or ignore, etc., the perceived likely meaning (implications) of
the stimulus event. This action tendency change, the essence of an
emotional episode, may be subjectively experienced, and overtly dis-
closed in expressive behaviour. Frijda uses the term relational action
tendency (RAT) to denote a state of readiness to achieve, maintain,
avoid, or end a specific subjective relationship with the environment
[Frijda 1986], p.70f. The term coping denotes the ensuing activities to
map this actual motivating impulse to subsequent action: action ten-
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dencies may be inhibited or reinforced; planning parameters updated;
current plans-as-commitments revised; or new goals established; so as
to adapt to the change subjectively assessed. Concerning the potential
to cope with a situation as a dimension of appraisal, there is a distinc-
tion of the possibility of control of the situation in general (i.e., by any
agent) and one’s own power to change the situation.
Appraisal criteria constitute a simplified characterisation of the pro-

cess of interpreting stimuli, not all those evaluations have to take place
to warrant an effect, they interact amongst themselves, and outcomes
can be refined at a later point in time. The order of these validations,
whether they happen sequentially at all, or whether there are dom-
inant combinations of criteria for certain stimuli remains a research
question.

3.1.3 Aspects Most Relevant to Behaviour Coordination
When summarising the interface of the emotional process when con-
strued as a module of an agent architecture, it has to be considered
that it involves instigating a synchronised effort of different parts of an
agent. Accordingly, main outputs of emotions are action control prece-
dence signals (e.g., interrupts) that try to influence different parts of
the agent, as well as the emotion process itself. Further outputs in-
clude internal awareness and overt manifestations (e.g., facial expres-
sions, gestures, exclamations: the very expressiveness of behaviour)
of the action tendency change proposed. The interface of the emotion
process thus provides a structured subjective interpretation of situa-
tional changes along the appraisal criteria; preliminaries for adapta-
tion in terms of suggested action tendency changes (i.e., action control
influences); subjective awareness; and overt signalling under limited
voluntary control.
Situational parameters of the emotion process consist of the agent’s

motivational constructs; expectations; and situational changes sensed.
Dispositional factors—side-conditions of the emotion process—include:
the coding categories to appraise aspects of situational change and the
readiness to use these categories (as they also involve resource costs);
response thresholds and response strategies (e.g., favouring antago-
nistic or protective behaviour); and previous experiences with different
types of events. Finally, regulatory influences can be seen to implement
management functionalities by constraining and shaping: the appraisal
process (e.g., altering the readiness to use certain coding categories
for some time); action tendency changes and admissible ways to cope
with and implement them; and allowable ways of expression—such as
display rules, culturally dependent rules that specify when and how
it is appropriate to display certain emotions. In the context of emo-
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tional processes the concept of separable modules that interact using
a clearly defined interface is difficult to maintain as an emotional sub-
system is characterised by its pervasive and synchronised influences
on other parts of an agent architecture. Nevertheless, subcomponents
might be sensibly identified as modules, as exemplified by neurosci-
entific research that characterises the human amygdala as containing
modules for relevance detection [Sander et al. 2003].
As already mentioned, from an engineering standpoint, appraisal is

under-specified, a lot of the steps from a perception to an action are
unclear. There also must be an underlying model of the perceiving en-
tity, it must be capable of remembering its goals, standards and prefer-
ences, must be able to act and perceive, to expect and anticipate. Many
models use a vast simplification of these processes for the purpose of
modelling; the processes that supposedly happen in a human agent do
not justify a clear-cut distinction between perception and response. It
could be described more aptly as a sensorimotor circuit where sensa-
tions and actions happen in a close feedback loop. Sensations are ac-
tively sought for, caused by the stimulus of ongoing action that needs
input. The roles of cause and effect are constantly shifting; sensations
are attained only by action and one’s own actions are sensed as well.
They get their specific interpretation only through the integration into
a larger context [Dewey 1896; Pfeifer Scheier 1994].
I will now try to flesh out the steps of appraisal with a simple specifi-

cation. The first issue will be the appraisal criteria, the Stimulus Eval-
uation Checks that each perception passes. Several theories exist, but
there seems to be a consensus on at least the criteria in the following
list:

• relevance, goal significance, focus

• standards compliance, blameworthiness

• intrinsic pleasantness, valence, appealingness

• novelty, unexpectedness, suddenness, familiarity

• responsibility

• coping potential

The first three out of the above list of evaluation criteria can be
seen as corresponding directly to the three necessary value types in an
agent: goals, standards, and preferences. The latter three are applica-
ble to every appraisal. Novelty modifies the intensity of an appraisal:
if the perception it deals with has not been expected, the intensity of
the appraisal is higher, as opposed to for example one’s own actions.
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Responsibility of an action attributes causality to an agent, which is
directly usable in directing coping plans or expressive actions, and for
changing evaluative processing about this agent.
Coping potential represents the possible degree of control about the

situation. It could be higher for perceptions that can easily be answered
with several possible coping plans or for those where there is already a
suitable plan in execution; when there is no plan available, the coping
potential would be low. The value representing the degree of control
could also modulate the intensity of the appraisal, as with novelty. But
first an implementation needs a basic intensity value for an appraisal.
The first three evaluation criteria can be seen as corresponding to the
three possible objects of appraisal as differentiated by [Ortony 2003]
(event, action or object). They may be implemented as quantitative
evaluations that provide a basis for an intensity value. This, however,
only provides an initial account of an appraisal intensity neglecting the
dynamics of intensity. The laws of hedonic asymmetry in [Frijda 1986]
point to a fundamental difference in the changes of positive and neg-
ative intensities, respectively; furthermore repeated sensation of the
same type of perception should lead to a decreasing intensity.
The individual evaluation checks fill in situational meaning struc-

tures, i.e., subjective modes of appearance of a situation [Frijda 1986],
p.190, by applying a mapping which normally is not unique (and thus
e.g. open to reappraisal). Some theories assert a specific temporal,
even sequential, organisation of these evaluations of stimuli in humans
[Scherer 2001]. This sequence is hypothesised to have direct and ob-
servable effects in (e.g. facial) behaviour.
[Lazarus 1991; Smith Lazarus 1993] analyse the elicitation of emo-

tions on two levels: on the ‘molecular’ level, appraisals are divided
into components corresponding to the dimensions of stimulus evalua-
tion checks. When they are combined on the ‘molar’ level, they are
characterized by so called core relational themes, which incidentally
bear a striking resemblance to distilled versions of plot elements in the
theory of narrative. The core relational theme for jealousy for exam-
ple is ‘resenting a third party for loss or threat to another’s affection’,
the one for compassion reads ‘being moved by another’s suffering and
wanting to help’.

3.2 Modelling Primitives and Architectural Levels
In this section, to characterise the approach in this thesis, I provide
a working definition of emotion based on the definitions in section 3.1
and the defining characteristics of ‘higher and lower levels’ in architec-
tures for situated agents, as well as the requirements for application
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scenarios that warrant the use of different levels in control mechanisms
and the need for emotional processes as part of the architectures. Fur-
ther terms to be analysed include decision-making; action selection;
behaviour coordination; and behaviour arbitration; and their relation
to other notions prominent in agent architectures. The following sec-
tion will present a survey of different terminologies used to describe
agent architectures, and their relevance to behaviour coordination and
related processes.
Emotion, as described in cognitive appraisal theories, is charac-

terised as interplay of processes (rather than the descriptive character-
isations of emotions in dimensional or categorical models). See [Scherer
et al. 2004] for a definition of an emotion episode taken from Scherer's
appraisal theory. For the purposes of computational modelling, the fol-
lowing is a concise working description of my approach to emotion:

Emotions involve continuous processes that evaluate stimu-
lus events according to subjective criteria, and, for events of
subjective relevance, influence continuous activity in a syn-
chronised fashion.

A stimulus event, in this context, is understood as an interaction
between the agent and its world, possibly comprising environmental
and internal changes.
A computational model needs to provide all of the infrastructure of

a complete agent [Pfeifer Scheier 1999] that is explicitly and implic-
itly implied by descriptions of the appraisal process. The involvement
of multiple continuous processes points to this embedding in a com-
plete agent architecture: it has to allow the synchronised recruitment
of resources. Further, the definition of emotion in [Scherer et al. 2004]
delineates it from other affective phenomena, like moods and affective
dispositions, that interact through said continuous processes in a com-
plete agent.
In computational models of emotion, such processes are relevant in

‘higher and lower levels’ of an architecture and especially to link them.
The separation of higher and lower levels is a helpful simplification that
needs to be re-evaluated regularly; cf. that some theories of human
competencies distinguish two separate systems (planning and control)
even for seemingly low-level motor processes [Glover 2004]. Charac-
teristics that can be used to differentiate levels in an agent architec-
ture are the time-scale of operations at different levels [Gat 1997], the
temporal regularities of representations used, and the degree of inde-
pendence from the outside world (as reflected in the reification of the
notion of duration at higher levels). Operations at a lower or reactive
level involve more direct coupling to an agent's environment, the time-
scale of operations corresponds directly to the temporal resolution of
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the agent's interface to its world, and no symbolic representations need
to be involved. Examples of processes on higher levels include any
planning, that uses a representation of possible actions, or counterfac-
tual reasoning, that can detach representations from the current state
of the world. The notion of representation has stirred many controver-
sies in behaviour-based AI [Brooks 1991] and cognitive science [Clark
1997]. Relevant properties of higher- and lower-level representations
are the rate of change and whether they refer to internal or environ-
mental conditions.
Having distinguished higher and lower levels, the different influ-

ences of emotional processes on these interacting levels, with different
scopes of competence, involve mechanisms for evaluating interactions
on lower levels to provide meaningful information for higher levels and
vice-versa. Further capabilities are the regulation of the information
flow between the levels and the recruitment of already existing abilities
on the different levels to effect internal and external changes.
Distinctions between higher and lower levels only make sense in

the context of a specific agent and its relation to its environment. I try
to capture this context for the description of affective agent architec-
tures as scenario descriptions, see section 2.3. Scenarios for the use of
agent control architectures can range from simple virtual worlds with
one task and a very restricted set of interactions to very complex vir-
tual worlds and robot scenarios that target human-like competencies. I
argue that the complexity of a scenario is an indicator for the existence
of higher and lower levels on the one hand and emotional processes
on the other. For the purpose of this thesis, I want to point out some
requirements for scenarios that warrant different architectural levels
and emotional processes and are relevant to behaviour coordination:
situatedness (including temporal criteria for task achievement), possi-
bly ambiguous and unreliable sensing and acting, multiple conflicting
tasks, variability of resources and resource usage. The next section
focuses on terminology for the concepts involved in behaviour coordi-
nation.

3.2.1 Architectural Terminology
In the following, action and interaction are used as non-specific terms
for any execution done by an agent, interaction stressing the coordi-
native nature of agent-world interaction [Petta 2003]. [Clancey 2002]
emphasises the role of activities in situated behaviour, as the analysis
of behaviour that is focussed only on tasks neglects (or abstracts away
from) relevant parts of real-world behaviour. Different sets of research
have touched upon this very topic and many ideas have already been
formulated in Activity Theory [Leontev 1978] and also at least as early
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as in [Dewey 1896].
Situatedness denotes the predicament of being in a world. This im-

plies that an agent has to obey the spatial and temporal conditions of
the (simulated) world, but it also entails that it can exploit what the
environment does for it. Further, it means that such an agent cannot
choose not to act, so there is no need to continuously control the agent
on a low level of single operations where its actions are already struc-
tured by the needs of situated activity and routine functioning [Bargh
Chartrand 1999; Chartrand Bargh 2002].
For the notion of concern and its relation to goals and motivations,

see section 3.1.2. The term motivation is used to describe the force
that starts, controls, and sustains internal and external interactions.
The relation between concerns and motivations can be understood as
the passive and the active part, respectively, of the same component.
When a motivation to do something ceases, a relevant concern would
continue to exist.
The autotelic principle [Steels 2004] points to a form of motivation

different from reward for autonomous agents that posits the balance
between challenges and skills as the motivating force inside the agent.
This can be regarded as an elaboration of the concern to feel compe-
tent. Another general principle useful in thinking about concerns is
homeostasis.
An operation is the basic unit of an agent’s executive. Such a single

interaction is always embedded in a structured behaviour, a compound
interaction that can run in parallel with others and in an unsupervised
fashion. A behaviour can, but does not need to, be used in order to
achieve a goal, where goal is a state and the achievement can take
the form of bringing about the state, but also avoiding or maintaining
it. I use the term task as the more general term for the specification of
what to do. This can take the form of goals but includes also qualitative
criteria, specific activities, or generally patterns of behaviour.
The number of tasks, possible conflicts, and interactions between

them are fundamental factors of the complexity of a scenario. The re-
lation between the time-scales of tasks on the one hand and primitive
operations on the other is an indicator for the need for high-level be-
haviours such as planning and the use of hierarchy in the organisation
of behaviours [Aylett Jones 1996].
I think of all behaviours as embedded in activities, the broader con-

text of what an agent is currently doing. The activities of an agent are
generally not goal-directed but only provide usual behaviours or be-
haviour sequences. Examples of such an activity could be to ‘lead a
conversation’ or ‘to go shopping’ with typical more goal-directed be-
haviours such as ‘acquiring an information’ or ‘acquiring a specific
item’. Other typical behaviours sustain the current activity: ‘turn-
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taking nods’, ‘small-talk’, ‘scanning a shelf’, or ‘checking the shopping
list’ during shopping. The concept of a lifeworld [Agre Horswill 1997]
that captures the regularities of an agent's activities is covered in sec-
tion 3.3.3.

Appraisal (see section 3.1.2) denotes the subjective evaluation of
stimulus events against the context of concerns and abilities of an agent.
The identification of concern-relevant changes is followed by the cre-
ation of a relational action tendency (RAT). This term denotes a state of
readiness to achieve or maintain a given kind of relationship with the
environment [Frijda 1986]. A situation-driven (and not a goal-oriented)
meta-level process, it tries to (re)configure the current activities and
behaviours. The role of these emotional processes can be understood
as embedded human mechanisms for committing an agent to interac-
tions in line with these action tendencies in order to cope with the
appraised influences by employing higher and lower levels. Further-
more, RATs are manifested in unconditional affective expression and
thereby directly observable by other agents, a prerequisite for social
awareness. If the current activities do not fit the needs of an action ten-
dency, it may remain inconsequential unless problem-directed coping
activities adopt the originating appraisal because of a RAT’s intensity
and instigate new goal-directed behaviour.
Another important part of an appraisal-based agent are regulation

strategies [Gross John 2003; Ochsner Gross 2005] that influence the
appraisal and coping processes. Regulation comprises, e.g., cultural
and individual display rules (including specification of circumstances
when to allow, or even fake emotions) and mood-dependent influences.
[Dawkins 2006] gives a short report about a person with an autistic
condition who claims to be able to better analyse the difficulties that
animals face in highly disturbing settings. This could indicate a deficit
in regulatory abilities. Opaque simulators might be used to perform
parts of appraisal and planning operations, cf. the use of Theory of
Mind models in PsychSim [Marsella et al. 2004].
A fundamental aspect of this conceptualisation of an affective agent

architecture is the parallelism of interaction. This poses the problem of
control as one of management of asynchronous components and, thus,
motivates the use of the term behaviour coordination.

3.2.2 Embodiment
Embodiment has been accepted as a crucial aspect of intelligent and
emotional behaviour and it is a central notion in the research pro-
gramme of cognitive science [Anderson 2003; Clark 1997; Núñez 1999].
Computational applications, however, have interpreted the notion of
embodiment in vastly different ways (see e.g. [Martin et al. 2005]). In
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this section, I start with a critique of different views of embodiment in
cognition [Wilson 2002] and present their implications for the design
of affective agent architectures, especially those that need to interact
directly with humans.
Considerations of embodiment and situated cognition have spawned

a lot of research efforts, especially in robotics. These have originally
been inspired by a rejection [Brooks 1991] of classical approaches to-
wards Artificial Intelligence. Integration attempts that seek to com-
bine approaches to embedded and embodied cognition—often called
behaviour-based—with ‘higher-level’ capabilities such as counterfac-
tual reasoning and long-term planning face several problems. Meth-
ods from symbolic AI deal with scenarios that can be characterised as
problem-solving in which the goal, as well as the problem description
and the produced solution, are represented in a human-interpretable
code. Agent architectures that directly consider the theoretical no-
tion of embodiment are often targeted at environments in which fast
decisions and ‘unreflected’ perception-action capabilities are needed
[Arkin 1998], i.e., tight sensorimotor coordination, a term going back
to [Dewey 1896], see also [Pfeifer Scheier 1994]. [Wilson 2002] tries to
dissect the claims that have been presented using the notion of embod-
ied cognition. Among these is the claim that human cognition leverages
embodiment by off-loading work into the environment. This connects
embodiment to the importance of an agent's physical and social life-
world (see section 3.3.3).
I argue that control is a crucial aspect of embodiment when applied

to complex software agent architectures [Jones Wray 2006]. Embodied
agents in a sufficiently complex environment are limited by constraints
about tractability and real-time behaviour. One such constraint is the
amount of resources (time, attention, effort) that should be used for
the different issues the agent faces, i.e. the arbitration between differ-
ent concerns. An architecture for embodied agents has to coordinate
influences arising from the environment and those stemming from the
agent itself. High-level planning, e.g., cannot be the locus of control
in such an agent, it has to be dissolved into the complete agent design
A principled implementation of embodiment in software agents entails
giving up high-level control. This means that no single component of
an agent architecture can be assumed to have complete control of the
agent (see also section 3.3.2). This connects embodiment to recent
trends in continuous planning [Avradinis et al. 2005; Rank et al. 2006].
Models of emotion in cognition and action, that can be incorporated

into an embodied agent, further need to consider the role of bodily
information in emotion. [Frijda 2005] details reasons why bodily infor-
mation is central for all emotion experience, but also that other com-
ponents such as affective valence are needed to complement this infor-
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mation. I argue that these distinctions are important to computational
modelling and can fruitfully be applied to affective agent architectures.

3.3 The Action Selection Problem and Why It Is Not
The title of this section is a tongue-in-cheek reference to its conclusion:
that ‘action selection’ is not a good term for the dominant problem of an
autonomous agent as it evokes the association of a series of decisions
of the same kind; it is rather the problem of coordination and orches-
tration of an agent's behaviour that is concurrent in time and space. To
motivate this argument, this chapter introduces the issues surrounding
the implementation of synthetic behaviour.

3.3.1 Synthetic Behaviour
Action selection is the term that is often used to characterise the most
basic problem of intelligent systems in general: what to do next? An
action selectionmechanism is then described as determining an agent's
actions [Brom Bryson 2006]. While action selection mechanisms are
often thought of as a layer on top of a behaviour system or sometimes as
the whole architecture, the termmostly evokes the picture of a series of
isolated decisions. Regarding the design of affective intelligent agents
for realistic scenarios, this is the wrong kind of problem statement.
Decision making is another term for the same or at least a related

problem in intelligent agents. Classical definitions of decision-making
are anchored in a symbolic conceptualisation of intelligent action:

‘Decision making is the process of choosing a preferred op-
tion or course of action from among a set of alternatives.’
[Wilson Keil 1999]

Affect has varied influences on behaviour coordination in humans
[Loewenstein Lerner 2003], ranging from the influence of immediate
emotions, i.e., the emotions experienced at the time of decision mak-
ing, to the role of expected emotions in evaluating options. But human,
and in general situated, activity involves different processes of control
that do not necessarily need conscious decisions between alternatives.
Related problems are action selection [Tyrrell 1993] or behaviour se-
lection [Gadanho 2003]. The latter term stresses the fact that what is
selected is not a single and atomic action but a collection of current con-
tinuously running situated activities. In [Tyrrell 1993] action selection
is defined as the problem of ‘choosing at each moment in time the most
appropriate action out or a repertoire of possible actions’. In order to
stress my conviction that for situated activity there is no selection at
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‘each moment in time’, I prefer to use the term behaviour coordination
(used e.g. in [Althaus Christensen 2003]) to denote the management
of ongoing activities of an entity at different levels (which subsumes
decision making and action selection).
For the design of agents such as synthetic characters, the first and

foremost property to consider is situatedness—the predicament of be-
ing in a world. This implies that a character has to obey and is exposed
to the spatial and temporal conditions of the (simulated) world, but it
also entails that it can exploit what the environment can do for it. Fur-
ther, it means that such an agent cannot choose not to act, so there is
no need to continuously control the agent neither on a low level of sin-
gle actions, where its behaviour is already structured by the needs of
situated activity and routine functioning [Bargh Chartrand 1999], nor
at the level of high-level deliberative acts, as these are at the least in-
frequent, and at the most only a concept conceived in retrospect. The
main problem for implementing the synthetic behaviour of an agent
then is the allocation of its bounded resources to the coordination of
its behaviour [Schut et al. 2004].
The importance of clarifying terminology for agent architectures

(see section 3.2.1) is paramount: of both, the concepts describing the
agent and its behaviour, as well as the concepts used when implement-
ing the behaviour. For example, the term ‘behaviour’ is itself as often
used to denote the overall behaviour of the agent as well as low-level
behaviours of the agent. Overviews of different agent architectures of-
ten use a rough classification of architectures, for example, discerning
deliberative, embodied, and hybrid architectures. In practice, how-
ever, no architecture used in a real scenario falls neatly into one of
these categories. In this section, I will therefore cover different aspects
of implementing synthetic behaviour, such as planning and lifeworlds,
without restriction to a specific class of architectures.

3.3.2 Challenges for a Situated Agent from a Planning Perspective
Resource-bounded agents that are situated in complex environments
(such as the interactive storyworlds I propose in section 2.4.1) face
challenges of uncertainty, non-determinism, conflicting goals, and so-
cial interaction. Planning processes and emotional processes can be
key assets in this context and the different perspectives of these pro-
cesses on the tasks of situated agents are complementary in a whole
architectural design.
Complex environments pose several planning challenges that have

been disregarded by early planning research: knowledge about the en-
vironment might be incomplete or wrong; actions may fail; results of
actions may come undone; goals may be achieved to different (partial)
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degrees; and there are multiple conflicting goals to be pursued. As a
consequence, goals can be of several different types, such as avoiding,
achieving, or maintaining a state of the world, as well as verifying or
improving upon it. In order to cope with the dynamics of such an envi-
ronment—including exogenous effects—, planner and executive have to
run concurrently, or at least in some interleaved fashion [Doyle 1996].
In the design of such situated agents, motivation-driven continuous

planning systems [Avradinis Aylett 2003] are needed: behaviour-based
architectures [Brooks 1991] that employ a planner as a separate sup-
portive resource or layer that is not always needed for the agents’ func-
tioning, cf. [Ferguson 1992; Jung Fischer 1998]. A behaviour in this
context denotes a rather self-contained activity that can run in parallel
with others and in an unsupervised fashion, i.e., without central con-
trol. The original idea formulated by Brooks also included that these
behaviours do not employ any kind of representation at all. This rad-
ical view also gave rise to different conceptions of the term represen-
tation, as e.g., action-oriented representation [Agre Chapman 1987;
Clark 1997]: only locally effective, personalised, indexical structures
that stand in stark contrast to classical objective ungrounded symbols.
The challenges that a situated agent faces are more varied than un-

certain knowledge and non-deterministic actions. As mentioned above,
a rich and dynamic (social) environment entails many and conflicting
goals that an agent will have to pursue; different types of goals and
partial goal achievement have to be accounted for. Furthermore, goal
achievement might be tied to successful social interaction with other
agents, and the interplay of commitments and (social) conventions has
to be considered [Glass Grosz 2000; Grosz et al. 2004]. Against such
a scenario, plans are entities that are mainly used, rather than con-
structed: while plans abstract away from individual action, they are still
a kind of action-oriented representation. This view of plans is informed
by the notions of plans-as-commitments and plans-as-communication,
augmenting the idea of plans-as-routines, i.e., basic building blocks
of higher-level action. The plans-as-commitments view regards estab-
lished intentions as filters for new options to be considered in a continu-
ous execution environment [Pollack 1992; Pollack Horty 1999], thereby
containing the need for reasoning. Commitments also influence the
estimation of possible costs of new options [Horty Pollack 2001], e.g.,
when a new option requires only a minor modification of a current plan.
The plans-as-communication view [Agre Chapman 1991] introduces ab-
stract plans that do not immediately control execution. Instead, they
are structures that need interpretations to bind them to a substantial
amount of run-time contextual information, achieving effective refine-
ment and re-use. Such indirect employment of (meta-)control informa-
tion is compatible with hybrid architectures that use deliberative mod-
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ules as support for reactive ones: an interpretation might e.g., cause
the (re-)configuration of an architectural layer.
An architecture for situated agents has to coordinate influences aris-

ing from the environment and those stemming from the agent itself.
This is another reason why a planning module for such an architecture
has to run concurrently—either continuously, or in an anytime fashion
with support for being suspended. To be safely stopped and (re-)started
at arbitrary times, a planning module should support partial plans, be
capable of plan adaptation12, in addition to anytime characteristics, en-
suring that the module is not subjected to a functional view of solely
transforming input to output, but that it allows timely interaction and
interleaved execution, a necessity for resource-bounded agents [Doyle
1999].
An important question when thinking about an agent as including a

planner, is what has to be in control of the agent at different times. The
most radical conception of an integration of planning capabilities into
complete behaviour-based architectures would view a planner as sim-
ply another behaviour at the disposal of the agent. The functionality
corresponding to an emotional process model, however, can probably
not be captured adequately by a single behaviour. In the interface of
such a planning module, one could distinguish parameters and man-
agement facilities. The latter comprise all commands to steer its ac-
tivity, e.g., start, stop, suspend, and inspect. The input parameters
of a planning module include descriptions of goals the agent wants
to achieve and its current beliefs about the state of the world. Fur-
thermore, the expected utilities of possible action outcomes have to be
available. These utility values can in turn be computed using smaller
building blocks of state characterisations and may take into account
the costs of activities. Additional inputs consist of general and domain-
specific heuristics, as well as criteria of success that further differ-
entiate the description of goals by requiring specific degrees of goal
achievement or qualitative criteria that concern the process of achiev-
ing the goal. Outputs do not only consist of partial or completely refined
plan structures, but also include the options abandoned because deter-
mined to be unusable at the current moment. In particular, such aban-
doned plans (and their unfulfilled preconditions) can be instrumental
in monitoring the environment for new options. Further, metering and
profiling information includes the types and number of alternatives con-
sidered, the current level of detail of the plans returned, and the ex-
pended effort.

12 The classic term ‘plan repair’ reminds of the original static and closed environ-
ments, where modification of plan structures was the exception, rather than the rule.
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3.3.3 Lifeworlds

To analyse the actually possible and necessary behaviours for a specific
scenario, I use the concept of a lifeworld [Agre Horswill 1997], to en-
rich the notion of an environment by focusing on the patterned ways in
which a physical environment is functionally meaningful within some
activity. Such a lifeworld analysis can be leveraged not only to restrict
the complexity of the agent-environment interactions (as necessary in
a simulation), but also to identify relevant regularities during design.
In the case of emotional interaction, the analysis of the social lifeworld
[Rank Petta 2005a] enacted by agents (see below) uncovers the rele-
vant interactions and stresses the requirement for awareness of social
relationships in agents.
By operationalising these theoretical notions, I de-emphasise the

role of high-level cognition (‘thinking’) in routine functioning [Bargh
Chartrand 1999] and recognise the opportunity offered by available
structures to constrain high-level functionwithin tractable bounds. Con-
cerning this scaffolding, [Agre Horswill 1997] identify abstract located-
ness and functionally significant relationships grounded in the physical
environment. Analogously, social lifeworld analysis considers the po-
tential for interaction with respect to loci of control at the macro level
(e.g., power and status [Kemper 1993]) as well as indirect access to
(second and higher level) resources (e.g., [Aubé 1998]).
In order to recognise the current and the future opportunities and

threats of a situation, agents employ a constant evaluation of their sur-
roundings according to their individual concerns: appraisal ascribes
meaning to sensed changes. Emotional processes—ranging from raw
affect under rough and undifferentiated circumstances, over fleets of
feelings in (yet) unclear scenarios, to fully articulated ‘emotions proper’
as results of detailed perception—mediate the translation between the
subjective worlds of concerns and preferences, the current state of ac-
tivity in the abstract enacted shared social lifeworld, and the status and
offerings of the physical world [Rank Petta 2005a].
Contrary to its physical surroundings, the intangible social lifeworld

an agent is embedded in has to be continually enacted and negotiated.
My focus on sociality combines the goal of reducing the cognitive load
for individual entities populating the environment with emphasising the
relevance of coordinative functions [Clancey 1999] mediating between
an individual and the (potential) current and future opportunities and
threats to satisfy an individual’s concerns.
A situated agent’s dependence on regularities thus extends beyond

the physical world into socio-cultural constructs, whose maintenance
can e.g. be modelled as an interplay of conventions (social norms)
and evaluative processes (emotions) [Staller Petta 2001], with emo-
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tions sustaining social norms, and culturally defined social norms in
turn shaping and regulating emotions (e.g., with feeling rules defin-
ing which emotions are suitable in which situation, and display rules
providing repertoires of how to express them).
Interpretations of situations and developments in the social life-

world are not a given: both within an individual and in the society,
they are the outcome of negotiations and transactions, captured e.g.
in sociological models [Kemper 1993] or characterised in terms of per-
sonality traits. Purposeful functions such as threatening, sanctioning,
and amending, therefore are intrinsic behavioural requirements, along
with their affective grounding in the social lifeworld.
The focus on sociality also relates lifeworlds to the concept of inter-

active storyworlds. The enactment of the social lifeworld is the sphere
of activity that is dominant in the context of dramatic interactions. The
mechanisms of emotional processes for interpreting and sustaining this
lifeworld and their influence on motivation form a fertile ground for
drama.

3.3.4 The Arbitration of Behaviour
A single action (actuating or sensing action) is the basic unit of an
agent’s executive. Such action is always embedded in a structured be-
haviour, a compound action that can run in parallel with others and in
an unsupervised fashion. This ansatz parallels the ideas put forward in,
e.g., [Bryson 2000] and [Loyall et al. 2004], of a compromise between
plan-like structuring of action and a completely parallel architecture,
often using intermediate levels of action patterns.
In accordance with the idea of lifeworlds, I think of all behaviours

as embedded in activities, the broader context of what an agent is cur-
rently doing. The activities of an agent are generally not goal-directed
but only provide groupings of usual behaviours or behaviour sequences.
Examples of such an activity could be to ‘lead a conversation’ or ‘to
go shopping’ with typical more goal-directed behaviours such as ‘ac-
quiring an information’ or ‘acquiring a specific item’. Other typical
behaviours sustain the current activity: ‘turn-taking nods’, ‘small-talk’,
‘scanning a shelf’, or ‘checking the shopping list’ during shopping.
Figure 3.1 shows a conceptual diagram of an appraisal-based agent

architecture. The Executive is intended to capture the structure of sit-
uated activity. The process of Appraisal covers the interpretation of
perceived changes. Perception is the process translating outside infor-
mation to inside information. It fills in situational meaning structures
that are strictly subjective. Note that the resulting possibility of misun-
derstandings between agents is a desideratum for dramatic scenarios.
Identification of concern-relevant changes is followed by the cre-
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Figure 3.1: Conceptual diagram of an appraisal-based agent architecture. The Per-
ception, Expression, and Coping processes all fall into the realm of the
Executive; they are singled out due to their special importance.

ation of a relational action tendency (RAT). A situation-driven (and not
a goal-oriented) meta-level process, it tries to (re)configure the current
activities and behaviours. Furthermore, RATs are manifested in uncon-
ditional affective Expression and thereby directly observable by other
agents [Reisenzein 2001], a prerequisite for social awareness. If the
current activities do not fit the needs of an action tendency, it may re-
main inconsequential unless problem-directed coping activities adopt
the originating appraisal because of RAT’s precedence and instigate
new goal-directed behaviour.
Another important part of an appraisal-based agent not represented

in the diagram are regulation strategies [Gross 1999; Gross John 2003;
Ochsner Gross 2005] that influence the appraisal and coping processes.
Regulation comprises, e.g., cultural and individual display rules (in-
cluding specification of circumstances when to allow, amplify or sup-
press or even fake emotions) and mood-dependent influences.

3.4 Key Aspects of Interest
For the survey of related work in chapter 4, it is necessary to point
out those aspects of the theory covered so far that are pertinent to
the evaluation of systems similar to the current one. Section 2.3 ar-
gued for the comparison of affective agent architectures based on a
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scenario analysis. However, in part due to the youth of the field, neces-
sary information for a complete comparison of this kind is often absent
from publications. This section collects suitable criteria for a feasible
comparison from the scenario concept, from the requirement and ob-
jectives presented in section 1.2.1 and from theories of emotion and
about behaviour coordination.

• Regarding the target scenario, the overall purpose and motiva-
tion of the implemented system provides a first categorisation of
different systems.

• The interaction qualities of the agents modelled provide an im-
portant reference for evaluating the potential of a given system.
The requirements adopted for the current thesis can also be used
to examine related work: Does the system try to avoid symbolic
sensing and acting? Is real-time interaction with other agents or
human users an issue in the design? Does the embodiment, if ap-
plicable, allow for multimodality? If the agent is modelled in a
virtual world, are the physical properties of this world respected
(and used) by the agent? Another requirement for many emotional
phenomena to even occur, is the existence of multiple and poten-
tially conflicting tasks for the agents in the system.

• What is the status of emotion in a specific system? Since there are
several system relevant to this research area that do not explic-
itly refer to emotion at all, a first basic distinction is if the system
acknowledges emotional phenomena explicitly. Concerning the
implementation, an important question is if emotions are reified
entities or if another approach is used that leads to emotional phe-
nomena as, e.g., system-level properties.

– What functions of emotion does the system try to replicate?
What emotional phenomena are of interest and are they stated
explicitly (rather than targeting emotion in general)?

– For the simulation of affective processes, an agent needs to be
motivated to act (or to choose not to act). How is the intrinsic
motivation13 of agents modelled in the system?

• What role does social interaction play in the scenario of the sys-
tem? Is it possible, essential, avoided, or ignored?

• What functional decomposition does the agent architecture use?
Are there different levels of processing or can the architecture

13 Note that this motivation, an implementation detail of agents, is different from
the motivation of scenarios which relates to the reasons for building the whole system.
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be assigned to (mostly) one end of spectrum of processing levels?
Does the runtime conceptually use a single locus of control or is
the control distributed in some way?

3.5 Summary
In this chapter, a treatment of the use of levels in agent architectures
and the importance of embodiment was presented. The importance
of lifeworld analysis and of boundedness, i.e. constraints in time and
other resources, are important to consider in the construction of an
agent control architecture. This chapter focused on theories of emo-
tion. The next chapter considers how implementations connect to the
the theoretical notions presented and to the key aspects of interest
identified.
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4 Survey of Related Work
Where the uptake of emotion theories in computational mod-
elling is examined; where different agent architectures and
their application scenarios are introduced; where implemented
mechanisms that involve emotion are pointed out.

In this chapter, I cover a range of agent architectures, applications
and systems that are related to modelling emotion. Not every architec-
ture mentioned here is explicitly referring to emotion as a reference
point or even claiming that it corresponds to emotional phenomena,
but all of them attack the problem of creating synthetic behaviour. In
the interest of scientific validity, it would be preferable to cover only
those architectures whose implementation details are available for fur-
ther scrutiny. Unfortunately, this is the case only rarely: often the
details given in papers are too vague and the actual source code is not
available.
As mentioned in the previous chapter, a complete scenario analysis

of all the related work is not feasible. The architectures and appli-
cations mentioned here span a wide range of targeted scenarios. On
the theoretical end of the spectrum, research efforts aim at flexible
architectures for agents that incorporate the understanding and possi-
bly the imitation of emotions. Some projects try to implement a whole
framework and tools that can be used in applications that would ben-
efit from knowledge about emotions or from the incorporation of emo-
tional processes. Other projects are oriented towards applications in
the pedagogical domain or in the area of interactive fiction. Therefore,
the first section of this chapter will introduce the mentioned systems
based on the motivation for building them and their purpose, as far as
it is known. Later sections highlight specific systems that are relevant
to the key aspects of interest collected in section 3.4.

4.1 Overview
Many of the systems relevant for this thesis are naturally those target-
ing the understanding of emotions. The purpose of early systems was
often modelling the understanding of emotions in written text or the
generation of emotional text. Examples of such systems are BORIS, its
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extension OpEd and DAYDREAMER [Dyer 1987], as well as THUNDER,
a program for ethical reasoning about the motives in textual stories
[Reeves 1991].
ACRES [Frijda Swagerman 1987] is another system that was di-

rectlymotivated by thewish to understand emotional phenomena. How-
ever, the approach was to create an artificial purpose for the system:
it was designed as a command line computer program that can be told
and subsequently queried about emotions. While fulfilling its main task
it also tried to satisfy other concerns as, e.g., the one not to be killed
and not to be kept waiting.

WILL [Moffat Frijda 1995] was developed as a successor to ACRES.
For the implementation a different but still suitably restricted test-bed
purpose was chosen: playing the prisoner's dilemma [Moffat 1997].
The Affective Reasoning project is a collection of different undertak-

ings to explore the possibilities of computational emotion. The thesis
[Elliott 1992] presents the Affective Reasoner (AR) itself, an ‘emotion
engine’ based on OCC [Ortony et al. 1988], and the purpose of the sys-
tem was the generation of emotional responses: it was used in the sim-
ulation of emotional taxi drivers. However, the AR project has seen
many different applications and was extended to serve for real-time in-
teraction and applications with pedagogical purposes [Elliott 1997a] as
well as to analyse emotional structures in stories [Elliott 1997b].
AR is also a direct inspiration for the EMA model [Gratch Marsella

2004a,b; Marsella Gratch 2006, 2009]. EMA (short for emotion and
adaptation) is a framework for modelling emotion that has seen many
different applications and has evolved over time to be used for different
purposes. Most notable among those is the Mission Rehearsal Exercise
(MRE) [Hill et al. 2001; Swartout et al. 2006], as it involved the inte-
gration of many different technologies including a virtual 3D environ-
ment, speech and language technologies [Traum et al. 2004]. MRE was
funded by the U.S. army and intended to teach decision-making skills
to soldiers. The ‘virtual humans’ in this project incorporate EMA as
a model of emotional appraisal and coping mechanisms implemented
in the reasoning system SOAR [Laird et al. 1987]. Similar virtual hu-
mans using SOAR had been used previously in the virtual tutor Steve
[Johnson Rickel 1998]. Precursors to EMA include work on emotional
planning like Émile [Gratch 1999, 2000], and applications of pedagog-
ical drama [Marsella et al. 2000].
All of the systems mentioned so far serve, at least in part, directly

the purpose of enhancing the understanding of human emotions. This
does not apply to the rest of the systems below but there is one more
piece of related work that fits this category. COPE [Zuckerman Gagne
2003] does not describe an agent architecture or even any system at
all, but ‘an inventory of coping strategies’, a scale measure for testing
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coping strategies (COPE) employed by subjects in experiments. It is
interesting in the context of this thesis, as its purpose is to classify
coping behaviours.
The Oz project at Carnegie-Mellon University aimed at a different

area of application: to facilitate the creation of interactive fiction in-
cluding synthetic characters [Bates 1992]. Intelligent emotional agents
that live in virtual worlds should act as believable characters. The un-
derlying system used to generate emotions, called Em [Reilly Bates
1992], was therefore a means to an end. The Oz project led to a range
of scenarios and architectural designs, including a realtime animation
version and a text-based one similar to classic computer games. The
latter gave rise to Lyotard, a simulated house cat. An early manifes-
tation were the Woggles in the installation Edge of Intention [Bates
et al. 1993], ball-like creatures that display emotions by their morph-
ing movements and do not act according to a predefined narrative. The
original Oz project has been discontinued as of December 2002. It was,
however, the birth-place of a range of different follow-ups, including
Façade and the creatures of Zoesis.

Façade [Mateas 2002; Mateas Stern 2005] tries to achieve an in-
teractive drama in a realtime 3D world. It was publicly released in
July 200514. The player experiences a narrative from the first person
perspective, taking the part of a longtime friend of a married couple
that invited him or her for dinner, an occasion where problems unfold.
The goal of the project is a very rich interaction, not only through dia-
logue but also through embodied interaction, to create a dramatically
interesting world populated by emotional agents. [Loyall et al. 2004]
describe Gertie and WB, a programming language and motion synthe-
sis system, developed and used at the company Zoesis, that are use-
ful for authoring interactive characters. These systems are, similar to
Façade, successor to the behaviour authoring system developed in the
Oz project.
Another group of projects targets the interactive storytelling sce-

nario using planning formalisms developed in AI. In such an applica-
tion, the actors' roles are formalised in a planning system that contin-
ually monitors execution and performs dynamic replanning according
to user actions. A project at the University of Teesside, called Inter-
active Storytelling, is aimed at creating dynamic narratives capable of
reacting to the interaction with a user. [Cavazza et al. 2002] describes
a system that uses real-time hierarchical planning techniques to simu-
late the roles of actors. Haunt2 [Magerko et al. 2004] is a similar at-
tempt to create a game in which AI characters are central to the game
experience. The goal of the game is to escape a house by influencing

14 See the website http://www.interactivestory.net/ for different download options.
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other characters indirectly.
Several projects use the term virtual human to describe the goal of

their research, i.e., developing sufficiently advance ECAs that can be
used in diverse applications. SimHuman is one platform for such intel-
ligent virtual agents, [Avradinis et al. 2004] describes a hybrid agent
architecture for believable behaviour to be applied in the SimHuman
environment. An important part of this architecture are mechanisms to
model and handle emotions, mainly by perceiving and generating signs
of emotion. Another model of emotion that is targeted at virtual hu-
mans is the PME (Personality-Mood-Emotion) model [Egges et al. 2003,
2004] developed at MIRALab. The intention of this model is to simulate
personality, mood and emotion in virtual humans. Two more systems
of the same kind, but developed in different virtual human research
projects, are ALMA [André et al. 2000; Gebhard 2005] and WASABI
[Becker-Asano Wachsmuth 2008].
Another system that can be described as modelling virtual humans

is Twig [Horswill 2008]. Twig is relevant to the topic of this thesis not
because it models emotion but because it uses a scenario that is very
similar to the one proposed here. One or two children and a parent are
modelled, the behaviours that the system should believably generate
are related to the attachment and caregiving behavioural systems (see
section 6.1).
On the boundary between entertainment applications on the one

hand and the AI topic of behaviour control architectures on the other,
the Synthetic Characters Group at theMITMedia Laboratory has devel-
oped an architecture for a synthetic ‘brain’ called C4. Two interactive
installations have been implemented using C4: ‘Sheep|Dog: Trial by
Eire’ and ‘Clicker’ [Burke et al. 2001; Isla et al. 2001], both starring a
virtual dog the user may train using vocal commands. Similar to earlier
developments for Hamsterdam [Blumberg 1994], their focus lies on the
imitation of animal behaviour, which reduces complexity compared to
modelling a mind for virtual humans. However, the same group also
applied their work to more human-like creatures: ‘(void*) : a Cast of
Characters’ was an installation presented at SIGGRAPH99. It featured
creatures the user could dance with using a simple interface. The dif-
ferent characters reacted according to their personality and explicitly
modelled emotional states. The presented system also included a sep-
arate camera and music creature that dynamically directed the virtual
camera and themusical accompaniment respectively [Tomlinson 1999].
The Affective Computing division at the MIT Media Laboratory ex-

plores possibilities to enhance computing in general by including emo-
tional information. This includes communicating affective information
from and to the computer, sensing, and recognizing affective reac-
tions in humans also by using new interfaces. Synthesizing affect in
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machines is also one of their research interests, albeit not the main
one. Projects include the attempt to incorporate affective signals into
a gameplay mechanics based on the gaming engine Quake2 and the
development of an Affective Learning Companion. This latter agent is
intended to assist children in their learning efforts by recognizing their
affective states and responding accordingly, encouraging them, posing
questions, or pointing [Kort Reilly 2002; Kort et al. 2001a,b].
Several applications in the area of robotics are mentioned through-

out this chapter, as the objectives set for the current work are closely
related to those of behaviour control in robotic applications. The Re-
mote Agent architecture [Gat Pell 1998] is targeted at use in the con-
trol of autonomous spacecrafts and [Gat 1997] describes a general
blueprint for three-layer architectures. The Humanoid Robotics Group
at MIT is dedicated to research about robots with human qualities. As
far as emotions are concerned, these robots mainly try to either recog-
nize them in humans or to imitate them in speech and gestures. The
Cathexismodel [Velásquez 1998, 1999] and its application in Yuppie, an
emotional pet robot (a Yamaha puppy), goes beyond their aim by focus-
ing on basic control circuits for specific emotions, rather than higher
level emotion processes. [Avila-Garcia Cañamero 2005] test their be-
haviour coordination mechanism in the competitive two-resource prob-
lem: two robots face the problem of managing their two competing
survival-related needs. The metaphor of hormonal feedback is used
to modulate perception with affect in this architecture. The TAME
(Traits, Attitudes, Moods, Emotions) framework [Moshkina Arkin 2003]
for affective robot behaviour has been applied in scenarios including a
robotic dog that protects its human owner. [Althaus Christensen 2003]
discuss the problem of behaviour coordination in the context of robotic
navigation applications. [Barnes et al. 1997] present the Behaviour
Synthesis Architecture, an example of a robot control architecture that
has to solve issues of behaviour coordination at the lower level. The lat-
ter two are examples of work in behavioural control that do not mention
emotion or affect at all, but that are still relevant to the current thesis.
Just as work in robotics can provide many insight into issues of be-

havioural control, more general AI control architectures developed for
purposes very different from themodelling of emotion highlight aspects
that are critical for a principled approach towards the simulation of
affective behaviour. One example is the work on the Edmund archi-
tecture and Parallel rooted, Ordered, Slip-stack Hierarchical (POSH)
action selection [Bryson 2000, 2001, 2003], originally applied to a vir-
tual grid-world foraging scenario but then also to robot control. Other
approaches explicitly acknowledge the importance of accounting for
emotion: PECS [Urban 2001], an acronym for Physis, Emotion, Cogni-
tion, Social Status, is described as a reference model of a component
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oriented architecture for decision-making and behaviour control; Emo-
tional pathfinding [Donaldson et al. 2004]modifies a classic pathfinding
algorithm to take into account the emotional state of the agent; and
[Gadanho 2003] describes the use of emotional processes for learn-
ing of behaviour coordination in the architecture ALEC (Asynchronous
Learning by Emotion and Cognition).
Finally, it is helpful to relate the current work to the existing ac-

counts of human minds as a whole. Aaron Sloman leads the very broad
research effort at the University of Birmingham, entitled the Cogni-
tion and Affect project [Sloman 1999]. Their aim is not to search for
one specific architecture that implements a specific capability compa-
rable to a human one. Rather they want to map the space of possible
agent designs and their applications (‘design space’ and ‘niche space’
in terms alluding to evolutionary biology), always considering as broad
an architecture as possible, even if it may remain shallow, or only be a
reference blueprint as theH-CogAff architecture. The minder-scenario
is one of the test-beds developed. In this synthetic world, one agent is
the minder or nursemaid, whose task it is to look after ‘baby’-robots
in a limited area, keeping them out of trouble until they are mature
enough to leave this nursery. Sources of trouble are e.g. ditches the
babies could fall into or their innate need to be recharged regularly.
Dedicated research efforts focused on the relations of such an archi-
tecture to high level emotions like grief, seen as a state of perturbation
resulting in a partial loss of control [Wright et al. 1995]. Furthermore,
Sloman addresses the question how a well-funded conceptualization
of emotion could result out of such architectural constraints [Sloman
et al. 2005].
Another high-level architectural account of the human mind very

similar to H-CogAff has been proposed by Marvin Minsky, in the book
The Emotion Machine [Minsky 2006]. He argues for the importance of
which sets of resources are used for which problems and that emotional
mechanisms are involved in the selective activation and deactivation
of these sets. The proposal postulates six levels of mental processes
that reuse similar mechanisms for increasingly complex tasks. EM-
ONE [Singh 2005] is an implementation based on Minsky's proposal
that focuses on common-sense thinking in a physical scenario with two
agents.
Another general model of human intelligence is SOAR which, as

mentioned above, is also the basis of EMA. The analysis in [Marinier
Laird 2006] presents affect as a natural component of the PEACTIDM
process of SOAR. The acronym captures the fundamental processing
stages of the SOAR architecture control loop: Perceive - Encode - At-
tend - Comprehend - Tasking - Intend - Decode - Motor. Based on the
assumption of this mostly fixed sequence, appraisals (automatic and
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deliberate ones) can be understood as an inherent part of the agent
architecture, in terms of the stages of comprehension and coding.
PSI [Bartl Dörner 1998; Dörner 2002, 2003] is a psychological model

of the human mind that originated at the University of Bamberg. [Bartl
Dörner 1998] describes an evolution of the PSI model that features
‘cognitive processes that are modulated by emotional states and pro-
cesses’. The primary goal of the architecture is to provide a theory of
action regulation, and the term ‘motives’ is used to describe the roots of
the system. MicroPSI [Bach 2002, 2003; Bach et al. 2006] is a more re-
cent implementation of the concepts of PSI. The main test scenario for
the creatures developed with MicroPSI is an island-like environment
similar to classic foraging scenarios. Other applications have turned
to PSI as a guide to implement affective agents. For example, [Lim
et al. 2005] describes a system that includes a virtual tour guide that
uses an emotion model based on PSI to allow for different emotional
personalities in its presentations.

4.2 Analysis of Key Aspects
In this section, the different systems introduced in the previous section
will be analysed in terms of the key aspects of interest laid out in sec-
tion 3.4. Not all the systems are relevant to all the aspects so only a
selection will be mentioned in the different subsections.

4.2.1 Emotional Focus and Targeted Phenomena
There is a fundamental difference between psychological research and
computational applications. Based on the notion of a scenario, as pre-
sented in section 2.3, you could say that psychological research has
a very different motivation to follow and a different purpose to fulfill.
Nevertheless, models of affect are used in both areas and can be very
similar, notably in the subset of human emotion that they target.
The Affective Reasoning project is based on OCC and as such shares

its claim to cover most of the spectrum of human emotions. The virtual
Taxi-World that the original implementation was used for restricted the
emotional displays possible to the prototypical emotion labels used by
the OCC theory for its 24 different emotion types.
The scenario of use for the implementation ofWILL was playing the

prisoner’s dilemma. While the theory that was the basis for WILL cov-
ers human emotions in their entirety, the expressive actions to choose
from in the prisoner's dilemma as implemented are limited to influenc-
ing the future strategy and to choosing from a set of textual expres-
sions. Examples of emotions simulated in WILL are happiness, anger
and pride.
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EMA as a framework for modelling emotion claims to be domain-
independent, i.e., it also needs to cover the whole range of emotion
possible in the current target domain. The theoretical focus of EMA
are coping activities defined as the inverse operation of appraisal, i.e.,
the identification and influencing of the believed causes for what has
been appraised as significant in the current context. Appraisal and
coping in EMA are mechanisms that operate on a causal interpretation
of ongoing world events in terms of past, present, and future states
and actions. The actual coverage of emotional phenomena is therefore
directly dependent on the granularity and resolution of the planning
representation.
For the Oz project, emotion was a means to the end of enabling

the creation of interactive fiction. The phenomena targeted therefore
depended on the possibilities of interaction that the system should be
capable of and, rather than simulating human emotion, synthetic char-
acters ‘only’ needed to believably emotional according to their role.
For the ball-like Woggles creatures, emotions are shown as changes
in their morphing movements. Although the Woggles focus on engag-
ing interaction with characters and not on emotionality, [Bates 1994]
stresses the importance of appropriately timed and clearly expressed
emotion as a prerequisite to turn software agents in virtual worlds into
believable agents, a term coined by Bates, alluding to the notion of a
believable character used in the art of writing. Such believable charac-
ters give the ‘illusion of life’ which allows the ‘suspension of disbelief’
for the audience, the ultimate goal of Hollywood-style cinema. Sim-
ilarly, Façade's goal is such a rich interaction with believable charac-
ters. Even though Façade is a descendent of the Oz architecture it does
away with the emotion module and only uses carefully crafted displays
of emotional interaction. Instead, there is a separate component in
the system that monitors the conformance to a theory of drama, i.e. a
drama-manager that influences all agents to achieve a coherent struc-
ture of the narrative according to dramaturgy.
Projects that aim to develop virtual humans, by definition, need to

cover a wide set of emotions. However, as the research focus of virtual
humans often lies with the production of visually believable behaviour,
the simulation of affective behaviour is sometimes neglected or added
as an afterthought. Such models are often based on the OCC categori-
sation or use a representation of emotion as a low-dimensional vector.
One such example is the use of the PAD (Pleasure, Arousal, Dominance)
space in the ALMA and WASABI systems.
The robot control architectureCathexis is based on ‘affect programs’,

a term that represents evolutionarily successful stimulus-response pat-
terns. These are to correspond to the so-called basic emotions, a dis-
puted concept in the psychology of emotions. For the robot Yuppie, the
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affect programs corresponding to the following emotions were imple-
mented as behaviour systems: anger, fear, distress/sorrow, joy/hap-
piness, disgust, and surprise. The scenario of the competitive two-
resource problem is used to test behaviour coordination mechanisms
based on hormonal feedback and only allows for very rudimentary ‘robot
versions’ of emotion, by design. In the introduction to [Arkin 2005] the
author argues that, because of a ethological background, the use of
the term motivation normally replaces emotion in many robotic archi-
tectures. He characterises emotions as a subset of motivations that
provide support for an agent's survival. Consequently, the effect of
what is called emotions (and traits) in the TAME framework is limited
to affecting gain values in motor control in a task relevant way.

PSI refers to emotions as modulators in a motivated agent architec-
ture for ‘action regulation’. The PSI theory is notable on the one hand
as it uses a different and idiosyncratic terminology compared to other
psychological theories of motivation and emotion, on the other hand
because it does not use emotions explicitly but constructs an agent ar-
chitecture that consists of motivators and modulators with parameters
that vary over time. The interaction of these components produces
complex behaviour that can often be interpreted as emotional As such,
the theory does not exclude any human emotion from the range of pos-
sible phenomena modelled. The implementation of the model also in-
cludes a mapping of the current agent state onto an human-like face
that uses eight dimensions named after emotion labels to determine
the expression.
The other general models of human intelligence and their accounts

of emotion, by design, do not limit themselves to modelling specific
emotional phenomena. This holds for the analysis of emotion as part
of SOAR's PEACTIDM process as well as for Sloman's H-COGAFF ar-
chitecture blueprint and for Minsky's Emotion Machine. Similarly, the
addition of an emotion model to a virtual human normally tries to cover
emotion in its entirety, e.g., by relying on a representation based on
a dimensional space of emotions as in the ALMA and WASABI models.
PECS claims to be a reference model of a component oriented architec-
ture for decision-making and behaviour control and as such also does
not limit itself in any way as to what emotional phenomena it can ac-
count for.

COPE is another example that, by design, tries to provide an exhaus-
tive coverage of emotion, in their case of the coping strategies associ-
ated with emotional behaviour. The classes for coping behaviours they
mention are problem-focused, support-seeking, and emotion-focused
coping, later extended by emotional processing, and emotional expres-
sion.
On the contrary, the Affective Learning Companion, even though it
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uses a fairly general dimensional modelling of emotion, suitably limits
itself to emotions relevant in learning situations. Since the agent is
intended to assist children in their learning efforts, it only needs to
model those affective states and the relation to suitable intervention
strategies.
The emotional pathfinding algorithm refers to emotion only as three

distinct states (fear, hunger, and thirst) that are seen as inputs. The
processes that lead to these states in the first place are not considered
as relevant to the problem at hand.

4.2.2 Sociality
The social nature of many emotions renders scenarios of emotions in
social interactions an obvious target. The virtual taxi-world of the Af-
fective Reasoner, for example, is inhabited by many agents that have
different personalities and try to fulfill goals like earn money, avoid get-
ting robbed, and avoid getting speeding tickets. A central modelling el-
ement of the AR agents are so-called Concerns-Of-Others databases to
model other agents they encounter for up to twice removed reasoning.
Similarly in EMA, the causal interpretation of ongoing world events in
terms of past, present, and future states and actions includes the ac-
tions and states of others and most of the example scenarios that EMA
has been applied to feature such representations of social constella-
tions. The first main scenario of the Oz project, the installation Edge
of Intention, used the constellation of three different personalities as
a central element. The same holds true for the descendent project,
Façade.
However, for some systems that explicitly target emotional phenom-

ena, the initial scenarios do not regard social interaction as a central
element. This applies to many architectures for robotic applications,
such as Cathexis that relies on the so-called basic emotions, or the sce-
narios of the hormonal modulation architecture that features two com-
peting robots that do not interact or perceive each other directly at all.
Another example is theMicroPSI model whose initial test scenario is a
solitary agent on an island.

4.2.3 Multimodality and Real-Time Sensing and Acting
Part of the central objectives presented in section 1.2.1 were a focus
on multimodality and the consideration of real-time human-computer
interaction. The different systems mentioned in this chapter have very
different approaches to these aspects.
The Affective Reasoner has been applied to many different scenarios

many of which have been exclusively based on textual interaction. Text-
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based interaction can be used for real-time interaction but it does not
allow for genuine multimodal interaction. Newer incarnations of AR
agents can interact with users in realtime using multi-modal perceptive
and expressive channels including speech-recognition, text-to-speech,
morphed schematic faces and music [Elliott 1997a].

ACRES andWILL are two more examples of systems that rely on ex-
clusively textual chat-like interfaces. Manymore recent ECA interfaces
use a asymmetric interaction mode that presents a multimodal display
in the form of the embodied agent but receives information from a user
as typed text only. Emotion models such as ALMA orWASABI are used
in such ECA interfaces mostly to inform the visual presentation but they
can only appraise changes in the sparse input information.
One of the central claims of the EMA framework for modelling emo-

tion is domain independence. The central method for achieving do-
main independence is reliance on classical planning representations
of a causal interpretation of world events. Thus, from the point of
view of the emotion model, the modality for interaction with the rest
of the system is this representation. Further, the underlying architec-
ture SOAR assumes centralised symbolic representations as the foun-
dation for interacting with the environment. Such an approach leads
to strong partitioning of the architecture and a clear separation of cen-
tral processing and input and output paths. This, by itself, does not
preclude real-time interaction applications and multimodality as the
different projects that EMA has been customised for show. However,
the approach is different from the one taken up in this thesis and re-
lies on the assumption of fast and sufficiently independent coding and
decoding processes to connect to the environment. [Marsella Gratch
2006] provides an example of how EMA can be applied to situations
that involve rapid dynamics in interaction.
Similarly to the central representation used in EMA, plan-based in-

teractive storytelling systems rely on the planning representations to
connect to an agent's emotion model. Further, such systems often use a
complete game engine as a rapid prototyping platform and thus inherit
the specific simulation of agent modalities that the engine supports.
The Oz project focused on interaction with humans from the start.

The agents created should act believable in the real-time interaction
with humans. The modalities of interaction, however, were still limited.
Façade is the one descendent project that tried to enrich the interac-
tion considerably in the direction of a real-time 3D world, but it also
abandoned the emotion model used in Oz and used hand-crafted inter-
actions to achieve believable, i.e. dramatically appropriate, displays of
emotion.

Robotic architectures, per definition, deal with real-time interac-
tion. The modalities supported and the possibilities for interacting with
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humans depends on the particular sensors and actuators used. The ap-
proach towards simulating real-time interaction and multimodality in
this thesis can be seen as an attempt to reproduce the richness that
robotic platforms potentially need to deal with while at the same time
avoiding the complexities that can reasonably be simplified. In the vir-
tual world, simulating another modality is cheap compared to testing
and adding another type of sensor and actuator.
The Affective Computing division at MIT, however, is doing just that,

exploring new sensing and actuating possibilities to enhance comput-
ing albeit without the integration into the coordination processes of an
autonomous robotic architecture. [Nehaniv et al. 2002] focuses on how
the meaning of sensory information for an agent depends on the inter-
action of the sensing entity with its environment, i.e. its coupling to the
environment. Sensing in itself does not providemeaningful information
but a channel for meaning is connected with the appropriate process-
ing, as for example the usefulness of the sensing to satisfy homeostatic
and other needs. In the terminology of some emotion theories, this
corresponds directly to the current concerns of an agent.
Broad accounts of humanminds, such asH-COGAFF, Minsky's Emo-

tion Machine, or PSI theory, often need to disregard questions of real-
time interaction and information specific to modalities. Similar to the
SOAR-based EMA and to interactive storytelling systems based on plan-
ning formalisms, they can postulate a central form of representation or
they abstractly refer to the importance of modality-specific systems.
Only the application to concrete scenarios can choose to value real-
time interaction and multiple modalities as central elements.
Finally, the Twig system is interesting as its approach to simulating

modalities is very similar to the approach of this thesis. In the case of
Twig, physical interaction is realised by using a simplified physics sim-
ulation. However, the system's purpose is generation of animations of
believable behaviour (as opposed to realistic behaviour). On the other
hand, this thesis tries to establish a system to model cognitive, percep-
tive and activity processes in a relatively realistic way, using shortcuts
and simplifications where necessary, disregarding any disadvantages
that might result from that approach regarding believability of the gen-
erated animations. A practical consequence of this difference is the
use of such a simplified physics simulation in Twig, while the system
described here employs a standard physics engine that makes e.g. be-
lievable character movement comparatively harder to achieve.

4.2.4 Functional Decomposition
The most important aspect of the current work is the investigation of
coordination and control mechanisms suitable for modelling emotional
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phenomena. The functional decomposition of systems can provide in-
sights into the status of emotional states and/or processes in a control
architecture.
The Affective Reasoner, following the OCC model, uses 24 discrete

emotion types. The intensity of emotion instances is determined by
several different variables, and emotions that were elicited can be ex-
pressed through different channels, ranging from involuntary somatic
reactions—like turning pale—to highly conscious plans like taking re-
venge. The agents also use so-called Concerns-Of-Others databases to
model other agents they encounter for up to twice removed reason-
ing. Possible response actions are selected out of ‘action databases’
influenced by the personality of the agent. The process structure of AR
differs considerably for the different application domains that range
from offline text analysis to real-time control.

WILL is an example of an emotion model that focuses on the archi-
tectural perspective and is based on the appraisal theory of emotion of
Frijda. The model consists of separate modules running in parallel on
a shared database of facts, a blackboard. All facts the system knows
about are regularly checked for relevance against the concerns of the
system. Relevant ones are then subjected to secondary appraisal, in
the terms of Frijda, possibly leading to a change in action readiness,
i.e., the probability of specific actions changes. Emotion and personal-
ity are seen as closely related, emotions being described as temporal
inconsistencies, personality as temporal consistency.
As described above, EMA is a model of emotion using appraisal and

coping mechanisms implemented in SOAR. In EMA, coping is defined
as inverse operation of appraisal, i.e., the identification and influencing
of the believed causes for what has been appraised as significant in the
current context. Appraisal and coping in EMA are mechanisms that
operate on a causal interpretation of ongoing world events in terms
of past, present, and future states and actions. This interpretation
is based on classical planning representations, i.e. symbolic action
representations (these actions are high-level actions), plans, and task
networks, namely linking actions and states. Appraisal augments this
causal interpretation with appraisal variables. Actions are partially or-
dered, can have duration, and asynchronous effects. The rest of the
architecture is derived from SOAR (Newell's Unified Theory of Cogni-
tion) with several special purpose operators updating the mental state
including evaluation check operators. EMA, therefore, uses the same
basic control mechanism as SOAR, i.e. a single evaluation loop that is
expected to complete several times per second.
The analysis of affect in the PEACTIDM process is also built on

SOAR. However, in contrast to EMA, appraisal is not implemented as
a separate module but as an inherent part of the agent architecture, in
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terms of comprehension and coding, two of the fundamental process-
ing stages. The acronym captures the stages of the SOAR architecture
control loop: Perceive - Encode - Attend - Comprehend - Tasking - In-
tend - Decode - Motor. Based on the assumption of this mostly fixed se-
quence, appraisals (automatic and deliberate ones) can be understood
as part of the encoding and comprehension stages.
In the control architecture used by the Oz project, the emotion com-

ponent Em is based on a subset of the OCC model and integrated with
the behaviour control component Hap to form the overall architecture
called Tok. The Em system includes standards and attitudes and gen-
erates discrete emotions when sensing events that conflict or conform
with these.

Façade abandons the use of an explicit emotion model in favour of
components that coordinate the selection of appropriate behaviours
above the level of single agents. There is a separate component in
the system that monitors the conformance to a theory of drama, i.e. a
drama-manager that influences all agents to achieve a coherent struc-
ture of the narrative according to dramaturgy. The drama is managed
as a ‘bag of beats’ that structures the plot events to achieve a dramatic
curve that builds up tension until a breaking point is reached, and tries
to find a resolution at the end. [Mateas Stern 2004] presents ABL (A
Behaviour Language), the language used for implementing the believ-
able agent layer of the interactive drama Façade. ABL is the succes-
sor of Hap used to implement the character part of Façade. It allows
sequential and parallel behaviours (although a selection mechanism
orders the basic actions again), and reflective programming. While
performing these behaviours, reactive moment-by-moment interaction
has to be possible. An activity is represented as a goal, i.e. a desired
state, and each goal is supplied with one or more behaviours to accom-
plish its task. A behaviour itself is a series of sequential or parallel
steps, there is a pre-written behaviour library and a tree of currently
active behaviours. Single acts are implemented externally to ABL and
form the interface to an agent's environment. Gertie and WB are the
programming language and motion synthesis system used by Zoesis
for authoring interactive characters including emotion states, and they
are thus also successors to Hap, as well as Em and Tok. The system
is described as a behaviour authoring system, behaviour being used as
the general term for the activities of agents. There are active goals
that can be executed by running behaviours (not used as the general
term here) in service of goals, and issuing parameterised acts to the
low-level system. Gertie is described as a general purpose program-
ming language with special features for concurrency, reflection, con-
tinuous monitoring, backtracking, and action and sensing. Similar to
ABL, the behaviours of Gertie need to be grounded in acts and sensing
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expressions. Acts are the domain ofWB (warping and blending) themo-
tion synthesis system. There are several overlapping acts issued and
completed or aborted each second. Behaviours (basically functions in
Gertie) and acts can be annotated with priorities and mutual-exclusion
information. There are elaborate failure handling possibilities, similar
to exception handling, but allowing recurrent actions, or random se-
lections. The reflection capabilities are instrumental for the emotion
system to generate emotion instances in response to failure or success
of actions that have been marked by the behaviour authors as emotion-
ally important. Continuously monitored (context) expressions provide
reactivity where needed.
In a plan-based interactive storytelling system, a real-time planning

system provides the central control mechanisms that continually mon-
itor execution and perform dynamic replanning according to user ac-
tions. As described in section 3.3.2, traditional planning system dis-
regarded runtime constraints in favour of complete problem analysis.
A continuous planning system therefore needs an integration with the
rest of the system that allows complete replanning on each invocation
or strategies for deciding how to interleave with other runtime compo-
nents.
The SimHuman platform for intelligent virtual agents is described

as including a hybrid agent architecture organised in different layers
[Avradinis et al. 2004]. A list of their generic design entities men-
tions low-level emotional responses; encountered situations that con-
cern goals, standards, preferences, and expectations; other processes
like memory, perception, decision making, and learning. Actions that
are processed by their physical layer are either extrovert or introvert.
The cognitive layer of the architecture also includes higher-level pro-
cesses, like appraisal of situations, belief revision, or causal attribu-
tions.
Such a layered architecture is prevalent in robotic applications. The

Remote Agent architecture for the control of autonomous spacecrafts
is composed of an executive that translates high-level commands into
low-level ones in the context of an unknown dynamic environment. The
plan-like commands are abstract descriptions of parallel activities, the
term ‘timeline’ is used to describe separate state informations used
during execution. Such timelines are subdivided into ‘tokens’ which
are able to react to time-dependent contingencies. This executive ca-
pability is a also step away from open-loop execution of operations as
in traditional planning towards reactivity.
The Cathexis model aims to base higher level cognitive emotions

on ‘affect programs’, a term that represents evolutionarily successful
stimulus-response patterns. It, therefore, focuses on basic control cir-
cuits for specific emotions, rather than higher level emotion processes.
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Cathexis is described as a system that consists of separate nonlinear
computational units, that feature inputs, outputs, and an ‘appraisal
mechanism’. The latter mechanism filters data and identifies special
conditions by exciting or inhibiting its containing system. Behaviours
are equated with goal-directed ‘activities’, the emotional system is re-
sponsible for providing the ‘motivational context’ of behaviours used
for arbitrating conflicts with other behaviours. Behaviours issue low-
level motor-responses (operations), more than one ‘activity’ is allowed
at one time if the behaviours are non-conflicting in terms of resource
usage.
[Althaus Christensen 2003] presents the prevalent approaches to

behaviour coordination in the context of robotic navigation applica-
tions. The simple task that is posed to the agents in their scenario
entails only a single activity. The evaluation of sensory information is
only done at the level of single behaviours. The term behaviour is used,
in the tradition of behaviour-based AI, for continuous translations from
sensory input to motor output. The agent uses a (pre-existing) list of
tasks to be accomplished in order to achieve goals. A single task is
implemented as a composition of behaviours. Their approach to coor-
dinating behaviours distinguishes between behaviour arbitration, i.e.
switching between behaviours at discrete points in time, and the fusion
of the output of several behaviours. Their method integrates these two
types by using a dynamical systems approach that combines a value
for the ‘competitive advantage’ of a behaviour (depending on sensory
input) and its ‘competitive interactions’, i.e. the degree to which other
active behaviours suppress it.
[Avila-Garcia Cañamero 2005] use the terms behaviour selection

and action selection as synonyms. As common strategies for this se-
lection problem they cite winner-take-all and voting-based approaches.
Their model is separated into a ‘motivational’ and a ‘behavioural’ layer
linked through the ‘physiology’. Behaviours are described as coarse
grained subsystems (embedding simpler actions) that implement dif-
ferent competencies and these are further categorised as either con-
summatory or appetitive, defined as either achieving or preparing the
achievement of a goal.
The Behaviour Synthesis Architecture is another example of a robot

control architecture for behaviour coordination at the lower level. At
this level the tasks of agents are constrained to a single task in or-
der to restrict complexity: specifically, in this case the cooperation
of two robots to transport an object. A behaviour is defined by a be-
haviour pattern that not only includes a translation from sensory in-
put to motor output but also a utility function depending on sensory
data. As the robot has only one output channel, i.e. it can only exe-
cute one behaviour at a time, the values for different behaviour pat-
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terns are linearly superimposed. As related problems on successively
higher levels, the architecture refers to behaviour conflict resolution,
behaviour adaptation, and behaviour scheduling. For the execution of
longer tasks in changing environments the use of behaviour adaptation
and scheduling is expected to be needed.
In the TAME framework, a ‘personality and affect’ module sits on

top of a behaviour-based robot architecture and alters its output. The
effect of emotions and traits on robot behaviour are modelled and im-
plemented as gain values in motor control. The components modelling
affect are only used to enhance behaviour selection and behaviour co-
ordination. The control architecture consists of behaviours and a co-
ordination mechanism, primitive behaviours can be parameterised and
may be combined into behavioural assemblages. This structures could
correspond to the notions of operation and behaviour presented in sec-
tion 3.2.1. The description of TAME also uses the notion of currently
active behaviours. The affective modules are implemented as another
set of behaviours that output parameters for the primitive behaviours
instead of motor control vectors. They also mention the technical detail
of clamping parameter output to reasonable (predefined) values, which
might be interpreted as a function of regulation.
The PSI theory is notable on the one hand as it uses a different and

idiosyncratic terminology compared to other psychological theories of
motivation and emotion, on the other hand because it does not use
emotions explicitly but constructs an agent architecture that consists
of motivators and modulators with parameters that vary over time. The
interaction of these components produces complex behaviour that can
often be interpreted by an observer as emotional [Bartl Dörner 1998]
describes an evolution of the PSI model that features cognitive pro-
cesses that are modulated by emotional states and processes. The pri-
mary goal of the architecture is to provide a theory of action regula-
tion, and the term ‘motives’ is used to describe the roots of the system.
The ‘motive selector’ chooses one motive and turns it into an intention,
which can be ‘run’ to achieve ‘the respective goal’. Modulators can pa-
rameterise all these cognitive processes, e.g., the resolution level influ-
ences the degree of exactness of data comparisons, and the selection
threshold determines the strength of defending the current intention
against competitors.
The C4 cognitive architecture consists of a perceptive subsystem

that receives only input the creature could realistically get from its
subjective point of view. It includes a history of percepts and the ex-
pectations about future ones, thus enabling the system to be surprised
about novelty in its surroundings, which is also one of the key appraisal
criteria in emotion theories. At the end of the processing stages lies a
complex navigation and motor component. The system also features
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a reinforcement learning system. High level emotions like pride, ha-
tred, or gratitude are not used, as the architecture is mainly intended
to model a dog’s mind, and, of course, because the rest of the architec-
ture provides big enough a challenge already.
The functional decomposition is the central element ofmost accounts

of human minds. For the Cognition and Affect project, the aim is not
to find one specific decomposition that corresponds to the human mind
but to map the space of possible designs. Their reference blueprint,
the H-CogAff architecture, discerns three different layers of process-
ing and three different stages on all layers that correspond to input
and output as well as central processing. The role of affect in this kind
of architecture corresponds to interrupts that can cross the boundaries
between levels. Marvin Minsky's emotional machine, as already men-
tioned, discerns six different levels of mental processes. Apart from
this abstract categories, he mostly avoids concrete architectural de-
scriptions focusing on mechanisms that are applicable on all levels.
One example is the duality of critics and selectors, mechanisms that
propose a set of possible processes and then weed out less suitable
contenders.
A very influential source for layered control architectures in gen-

eral is [Gat 1997]. The author describes a blueprint for three-layer
architectures, consisting of a controller (a reactive feedback control
mechanism), a sequencer (a reactive plan execution mechanism), and
a deliberator (for time-consuming computations). These are conceptu-
alised as parallel processes. In this framework, a primitive behaviour
or skill is a transfer function, one or more of which are active in the
controller. Gat poses constraints on these behaviours that parallel my
characterisation of a lower level: e.g. minimal use of internal state and
constant-bounded time and space complexity. The sequencer is per-
forming behaviour coordination. Each level is operating at a different
time-scale, e.g. the deliberator's time-scale is much larger than those
of the other two components.
The ALEC architecture is separated into an emotion component and

a cognitive component. The agents abilities rest on small hand-designed
low-level behaviours. The term ‘task’ is used to describe the overall
behavioural requirements for the agent in the scenario. The emotion
component contains a goal-system that is responsible for monitoring a
set of homeostatic variables. Deviations in this goal system are used to
drive behaviour selection and a derived value of ‘well-being’ is used for
reinforcement learning. The cognitive layer uses the same inputs, i.e.
the state of the goal system and reinforcement values to learn decision
rules based on past experience.
[Bryson 2000] juxtaposes completely parallel architectures and those

that exploit hierarchy for action selection. The Edmund architecture
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compromises reactivity and commitment by using a hierarchical con-
trol structure. Behaviours in this architecture are a group of related
functions for sensing and acting complemented with any state infor-
mation needed. This notion is similar to my definition of a behaviour,
but in Edmund behaviours do not run without supervision. The lowest
level of the executive in Edmund is a primitive action or sensing pred-
icate, they composed into action patterns (a set sequence of actions).
A competence denotes a more flexible structure: a prioritised collec-
tion of action patterns or other competences with triggers. The root of
the behaviour hierarchy is a collection of drives that are processed in
parallel.

PECS is described as a reference model of a component oriented
architecture and thus focuses exclusively on functional decomposition
into a set of smaller model components. The model consists of three
layers, the first holding Perception and Sensor components; the sec-
ond consisting of Social Status, Cognition, Emotion, and Physis; and
the third sporting Behaviour and Actor. The latter two hold the reper-
toire of possible actions and the action selection process. PECS agents
can possibly include planning processes which are said to determine
in an abstract way which activities have to be undertaken in order to
reach the given goal. There is mention of a ‘currently triggered activ-
ity’ although it is unclear if this is related to the notion of activity, as
presented in section 3.2.1. PECS is a suitable example of the kind of
premature specification of architectural detail without reference to ap-
plication scenarios that the approach presented in this thesis tries to
avoid.

4.2.5 Representation of Motivation
Apart from the general functional decomposition, one aspect is espe-
cially important for agents in a system that allows for modelling of
emotion: the representation of motivation in the agent architecture.
Affective agents need to be motivated to perform activities as a pre-
requisite for any emotional phenomena. Without the motivation to do
something, there is no way to evaluate the subjective significance of
changes. Thus, how such motivations are implemented, and how ex-
plicit and accessible such representations are for the system, gives an
indication of the status of emotion in the system.
The Affective Reasoner adopts the notions of explicit goals, stan-

dard, and preferences as used in the OCC theory. The main motivation
of AR agents is, thus, to follow their goals and respect their own stan-
dards. The same hold true for the agents developed as part of the Oz
project and the descendent architectures of Façade and Zoesis. Façade
is notable in that any motivations of a single agent can be completely
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replaced at the end of a dramatic beat and motivational consistency
over longer time-scales is not the responsibility of the agent anymore.
WILL is based on the appraisal theory of emotion of Frijda and di-

rectly implements its notion of concerns. Architecturally, concerns are
symbolically represented setpoints that are used to evaluate all facts as
soon as the system knows about them for relevance. Relevant ones are
then subjected to secondary appraisal, in the terms of Frijda, possibly
motivating a change in action readiness, i.e., the probability of specific
actions changes.
Both EMA and the analysis of of affect in the PEACTIDM process

inherit the motivational mechanism of SOAR based on explicitly repre-
sented goal states. EMA shows how classical AI planning considera-
tions can be extended when emotion theories are taken into account.
The basic symbolic representations do not change, but appraisal aug-
ments the causal interpretation with further variables and introduces
several special purpose operators updating the mental state including
the evaluation check operators.
In the context of the SimHuman platform, [Avradinis Aylett 2003]

proposes a planning system centred around the notion of motivation.
Motivations are described as emotional states or long-term, high-level
drives that affect a situated agent's plans and actions and are, in turn,
affected by these actions or by changes in the environment. A view
that also features in [Aylett et al. 2000] and [Avradinis et al. 2005]
which summarises the view on motivations and continuous planning
in virtual environments. Motivations in this context are very similar to
my conceptualisation as the active part of concerns, see section 3.2.1.
In this continuous planning framework, actions are the basic execu-
tion unit, and plans combine them into higher level structures. Actions
have an explicitly authored relation to named motivations that they are
beneficial or detrimental for.
In the Cathexis model, drives are the motivational system that is

activated by deviations of variables from their setpoints and the emo-
tional system is responsible for providing the ‘motivational context’ of
behaviours used for arbitrating conflicts with other behaviours.
The hormonal modulation architecture also uses an explicit ‘motiva-

tional’ layer that refers to homeostatic variables defined in the ‘physi-
ology’ component of the robot that correspond to basic concerns of the
agent that influence the other layers. Motivations are defined as ab-
stractions that represent tendencies to behave in particular ways when
a variable deviates from its ideal value.

PSI theory uses the term ‘motives’ for the motivational roots of the
system. The system itself is described in metaphors, e.g. the motivator
is compared to a water-tank that is sensitive to the level of a homeo-
static variable. There are basic needs (for water and energy), and there
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are informational needs such as the needs for certainty, competence,
and affiliation present in any agent (cf. the notion of basic concerns
[Frijda 1986]). Similarly, the emotion component of the ALEC archi-
tecture relies on a monitoring a set of homeostatic variables.
The root of the behaviour hierarchy in the Edmund architecture is a

collection of drives that are processed repeatedly and in parallel. This
persistent collection of drives can also be compared to a set of concerns
that can be either active as motivations or passive by only checking
sensing predicates.

4.3 Summary
This chapter gave a short survey of the implementation of emotion theo-
ries in computational models. As many systems do not refer to emotion
theories explicitly, this overview also presented several systems that
are indirectly related to the modelling approach in this thesis. A com-
plete scenario analysis of the presented systems was not possible, but
they were presented with consideration of the key aspects of interest
identified in section 3.4. The final part of the thesis applies some of the
concepts that are said to be components of emotional experience to an
agent architecture.
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Management
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5 Building Blocks for Computational
Modelling

Where the procedural primitives and the details of the chosen
implementation are described. Where the modelling of the
limitations of an agent is explained.

According to [Barsalou et al. 2007]: coordination between processes
is probably themost complex part of understanding human intelligence.
Based on this assumption, the goal of the system described here is to
arrive at a principled implementation of coordination processes in a
cognitive architecture. The foundation of this implementation, as with
any cognitive architecture, are specific building blocks. This chapter
presents the procedural aspects of the building blocks, parallel pro-
cesses, and also introduces resources and resource management as
the second foundation for the architecture.
The guiding idea for the choice of primitives is to avoid imposing an

arbitrary static structure on the architecture as far as possible. The
implementation is in a way designed from the outside: I start with the
environment and the idea of a ‘body’ that is always active (or ‘running’
in software terminology). Interaction with the environment, including
humans, i.e. ‘interference’, can happen at any point in time, and it does
happen continuously. This rules out any architecture that assumes a
conceptually singular locus of control, as such an architecture might
block, i.e. stop interacting. This leads to the assumption of a multi-
processing architecture, with more or less independent processes that
need to be coordinated.
Another important goal is to explicate any shortcuts that were nec-

essary to arrive at a feasible implementation. Among other things,
these shortcuts necessarily include:

• Predispositions that a natural organism would develop during its
lifetime, i.e., I need to assume agents that are developed to a cer-
tain level of maturity;

• Perceptual modalities and motor activities are only simulated in
a crude form, with the guiding idea to simulate the complexity of
the processing involved;
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Several types of scenarios (including related purposes of use) are
already ‘excluded’ by these aims, in the sense that they are hard to
achieve. Examples involve any scenarios that call for realistic mod-
elling of human physical behaviour; as a consequence, physical move-
ment of agents is simulated as a caricature of human movement. On
the other hand, an important part of the definition of the scenario are
the regularities in the environment: in the current case, the most basic
source of regularity is the use of a physics engine to drive all movement,
which is thereby constrained to be relatively realistic (as compared to
cartoon animation for example).

5.1 Modelling Primitives

Figure 5.1: Examples of the notation for processes and resources.

I propose resources and concurrent processes as building blocks
for the implementation of models of emotional phenomena. Figure 5.1
shows an exemplary graphical notation of the basic features of theses
processes and resources based on UML activity diagrams.
I use concurrent processes directly to model the activities within

an agent, thereby avoiding the use of parameterised states to model
effects that arise immediately from interactions of processes over time.
An example of such a state is a resolution level that determines the level
of detail in comparing perceptions to an agent's knowledge (cf. PSI
theory in section 4.2.4). Modelling the comparison process as active
and limited in time and resource use allows for the same effects as
a resolution level simply by the influence of the activities of the rest
of the system that limit the comparison process and force it to come
to a result earlier or with less resources. The resource bounds of the
modelled agent are represented explicitly by distinct resources that
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need to be acquired explicitly by processes for use. Themost prominent
examples of such resources correspond to relatively independent parts
of the physis of the agent such as its eyes, feet, and hands.

5.1.1 Processes
A process models one concurrent strand of activity in the agent15. It
can be active, i.e. allocated a ‘processing time’ resource, or dormant.
A change to the dormant state is triggered by waiting: for a specific re-
source; for communication from another process; or for the notification
of a change in an observed process. A process can request control of
resources. A process can start or stop another process, and transfer its
processing time and other resources to it. Similarly, a (meta-level) pro-
cess can act as a scheduler for other processes. Processes can actively
observe and inspect the status of other processes, their communication
patterns, their resource use, or they may request to be notified of such
changes. The acquisition of resources can either succeed immediately
or it might be delayed because the resource is currently occupied. In
the latter case the process is suspended until the resource becomes
available. A non-blocking request for acquisition is also possible.
Building on these capabilities of processes, I can model what Fri-

jda [Frijda 2007] calls competences: a behaviour system that includes
sensitivities for triggering activation, and criteria for well-functioning
used in system monitoring. Such competences in turn form the basis
for on-line appraisal processes and major concerns of an agent.

5.1.2 Resources
A resource is an abstraction for the limited control an agent has over
the part of the world that constitutes it. Processing capacity is an ab-
stract resource that limits the number and the speed of concurrently
running processes. In the context of a simulation on a serial computer,
this translates to how frequently and then for how long a process is
allowed to run16. Communication channels are a specific form of re-
source that allows direct communication between processes. Further,
communication can be used as a means for synchronisation to model in-
terdependencies between processes. [Scherer 2001] assumes that par-

15 I use the computer science term ‘process’ rather than ‘thread’, as usually threads
indicate strands of control that share global data, while processes communicate by
message passing only. The latter explicit communication strategy better reflects the
conceptual model chosen in this implementation.

16 This corresponds to the distribution of time slices in a scheduling algorithm.
On potential future hardware with massively parallel computing capacities, different
translations of resource limits to process scheduling are possible. The important point
is that such limits are explicitly considered in modelling.
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allel appraisal component processes, i.e. Stimulus Evaluation Checks
(SECs), usually complete in a specific sequence because of such inter-
dependencies.
Resources at the boundary to the agent's environment group sen-

sors and actuators, reflecting the fact that the agent is always inter-
acting with the environment rather than receiving or sending [Bick-
hard 1999]. These boundary resources are subject to influences from
both, the environment and the agent's processes. Internal resources
and processes are only indirectly affected by the environment through
communication links (I thus exclude scenarios involving drug use and
brain surgery, while conceptually internal effects of e.g. hormones can
be modelled as processes). They can be shielded explicitly, i.e. decou-
pled, from the environment to form emulators [Grush 2004] or predic-
tion machines [Minsky 2006].

5.1.3 Implementation
My implementation of the building blocks is based on cooperative mi-
crothreading in Python. Although cooperativemicrothreading is a tech-
nique that does not allow for true parallelism, even if the processing
unit of the executing machine would allow limited parallelism its use
can be justified by the requirements of a simulation. This cognitive ar-
chitecture is intended for a simulation environment (albeit a real-time
simulation), i.e., the goal is not to recreate actual parallelism but to
recreate the interactions typical of parallel processes that are assumed
to occur in a cognizer. Therefore, the relative simplicity of coopera-
tive microthreading offers a definitive advantage over a programming
system actually capable of massively parallel execution. In addition,
and not as the least reason, this choice allows execution on commodity
hardware. The current implementation using cooperative microthread-
ing enables strong control over scheduling and incurs significantly less
overhead than the use of operating system threads or processes. The
set of resources of an agent is assumed to remain unchanged over the
lifetime of an agent.
Appendix A describes the Python package developed to provide the

basic functionality. The interface to the use of resources and inter-
process communication is described in Appendix B.

5.1.4 Environment Interface and Management
The usefulness of building blocks as structuring principle for an agent
also depends on the interface between these building blocks and the
actual simulation environment of the agents. As explained in section
1.2.1, some of the objectives of the current work directly concern the
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relation between an agent and its environment. Multimodality and
sensing and acting over time need to be based on a suitable embod-
iment in the specific virtual world simulated. This section describes
the general approach towards a completely independent environment
and an agent physiology based on a physics simulation as well as the
rudimentary management facilities for starting, stopping and inspect-
ing the agents and the virtual world. Section 5.2 provides more details
on the resources used to model the simulated characteristics of the
agents implemented for the test scenario.
The virtual world, the agents and a management application have

been implemented as separate processes on the operating system level.
The communication between these subsystems is implemented using
an network library that allows for asynchronous message delivery. Fur-
thermore, a simple explicit time management is introduced to ensure
that interaction between subsystems (especially virtual world and agent
models) is scheduled in a fair and inspectable fashion. The manage-
ment application provides facilities for starting and stopping the world
and the agents as well as for examining the log traces of the subsys-
tems. It also functions as a known reference point to discover and con-
nect the separate subsystems. Both agent models and virtual world
also include an mode for interactive inspection using a command line
interface when the simulation is paused.
The agent models, while running, communicate to the virtual world

by issuing function calls using the network interface (e.g. for reading
the current vision buffer or for applying a force to a part of their body).
The function calls have varying temporal characteristics but the time
management is used to prevent or at least detect and log deviations
outside the assumed upper and lower limits of execution time [#devia-
tions]_.
The virtual world combines a graphics engine and a physics engine

to provide a simulated physical world that includes the bodies of agents
as well as the avatar body of the user (a simple oblong). Appendix C
documents the technical details of the implemented simulation environ-
ment. Both the user and the agents can move their bodies only when
the simulation is running and only by applying forces to them (rather
than directly setting their location). The user has the additional ability
to apply forces to other objects visible from her or his viewpoint using a
pointer. Agent bodies include a skeleton of bones connected by joints
simulated by the physics engine (a so-called ragdoll, see also figure

17 Such deviations are always possible on a non-real-time operating system. The
approach of signalling such a conditions seems most suitable for a flexible simula-
tion sytem where any implementation change of agents or the virtual world as well
as changing conditions of the host machine could lead to a change in the temporal
characteristics of agent-environment communication.
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6.2) that is used to influence the body, again only by applying forces
and torques to the bones. These skeletons of bones are mainly used
to control the extremities of agent bodies but they also include special
‘bones’ for the control of agents' eyes, eyebrows and lips to allow for
gaze shifts and rudimentary facial animation.

5.1.5 Configurations
Given a system configuration of dormant and active concurrent pro-
cesses, a first issue regards the starting configuration. This question
is obviously important for designing and running an artificial system.
Translated to the context of adult humans, the question is equivalent to
obtaining a snapshot of a mind at a specific moment. A starting point
for my incremental modelling approach is to assume that there is at
least one active process per resource on the boundary to the environ-
ment, that tries to identify changes (i.e., sensors are active by default).
There also is one process for each sensitivity of the major concerns
[Frijda 2007] of the agent, which in turn creates specific monitoring
processes that operationalise the motivation to act on opportunities
and threats.
The question of ‘configurations’ needs to distinguish between the

configuration of all processes and the internal configuration of one spe-
cific process out of the set of all processes. While both are important,
the focus on process coordination in this thesis also entails a focus on
the overall configuration of all processes.
Based on these building blocks, the following architectural ques-

tions about configurations can be posed for any specific scenario:

• What (types of) processes and resources are there, and how many
instances of the different types (e.g. regulation processes, moni-
tors, different schedulers) exist?

• What processes run periodically and most frequently?

• Which processes compete on which resources?

• Which processes monitor what of other processes?

The intention of the incremental methodology of this thesis is to ar-
rive at a set of common processes and process configurations that are
helpful to model the chosen emotional phenomena. As a first set, table

18 I use the term interactuator to emphasise the absence of separation of sensors
and actuators in the simulated virtual world. Sensing and acting are not separate inter-
face channels, but are combined in the use of resources, as described in the following
section.
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Table 5.1: Typology of processes (the types are neither necessarily distinct nor
organised hierarchically).

Process type Interesting characteristics
One-off processes How long do they take (already did and probably

will), what ‘goal’ are they related to, and what pro-
cess originally created them?

Resource processes Which resource do they access, what strategy do
they use for resource acquisition (fail-fast, persis-
tent, or escalate to another process)?

Single resource
processes

Long-running processes that regularly trigger up-
dates of interactuator18 resources.

Multiple resource
processes

Processes that combine multiple resources often
need to be given only a limited lifetime, as otherwise
the probability for livelocks increases.

Eternal processes Both high-level concerns and processes for maintain-
ing a specific base state of the bodily resources (such
as an upright posture) have to be protected against
a potential premature end.

Communication
processes

These processes mainly wait for and route notifica-
tions.

5.1 presents a typology of processes encountered in the implementa-
tion of the BehBehBeh scenario described in chapter 6. Note that the
types mentioned are not necessarily distinct, e.g., many of the eternal
processes are processes tending to one specific resource, and commu-
nication processes can be one-off processes or more long running ones.
The different strategies for resource acquisitionmentioned in the ta-

ble will be covered in section 6.2. The next section presents an overview
of the resources modelled for the agents that populate the specific sce-
nario adopted as an initial testbed in this thesis.

5.2 Resources of Physically Modelled Agents
In the BehBehBeh scenario, two agents were modelled to populate
a world implemented using a freely available graphics engine and a
physics engine. In this section, I describe the resources that were im-
plemented as part of these agents as far as they are the same for both
and conceptually independent of the concrete scenario. The individual
differences between the two agents will be covered in the next chap-
ter. In the context of the research method proposed in this thesis, these
resources can be seen as a first step towards the identification of de-

92
155



5.2. Resources of Physically Modelled Agents

sign patterns for cognitive components of physically modelled affective
agents.

Figure 5.2: An example of the viewpoint of an agent as rendered by the BehBehBeh
system.

Resources are abstractions of the physical limits of an agent. There-
fore, the main resources correspond to the simulated physiology of
the agents (see table 5.2). In addition, more abstract resources are
also modelled: processing capacity is restricted by limiting the num-

19 To allow for more direct control of processing capacity, an estimation based on the
number of executed instructions of the Python virtual machine was also implemented
but not used in the actual implementation. This count of instructions is an estimation
of processing effort as valid as any, since for the granularity of many of the processes
implemented here, no reasonable performance data (such as the one used in ACT-R)
is available.
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Table 5.2: Agent resources corresponding to physiology.

Resource Characteristics
Head The head provides access to bones that control the orientation

and twist of the head. Continuous control is necessary to keep
the head from falling over.

Trunk The trunk provides the most simple access to movements of the
whole body, i.e., turning and pushing forwards or backwards,
by accessing the central and upright spine bone. Fully realistic
movement should actually use the leg resources, so this is a delib-
erate simplification, without dropping the requirement of physi-
cality completely.

Spine The spine combines access to all other bones in the agent trunk,
i.e. those that correspond to the spine of a human skeleton. No
attention to these bones results in a constantly crouched figure.

Leg (2x) The legs provide access to the leg bones, as mentioned for the
trunk they are not strictly necessary to control full-body move-
ment.

Arm (2x) The two arms, each consisting of a single bone for simplicity, can
be affected using these resources.

Eye The eye is the most complex resource. It can trigger false colour
rendering of the agent's viewpoint and report the sensed colours,
their pixel count (based on a fixed resolution), and the centre of
the pixels relative to the viewport. The properties and limitations
of the implementation are explained in Appendix C. Figure 5.2
shows an example of the false colour rendering for one agent eye.

Face The face provides access to ‘bones’ controlling themouth and eye-
brows of the agent. While this resource does not allow sophisti-
cated facial animation, it allows to increase the distance between
eye and, respectively, eyebrow or mouth, which can be detected
by another agent.

Ear The ear is a simple resource that can be queried for the presence
of any sound source in the vicinity. As a simplification, sound
sources are assumed to have a strictly spherical propagation.

Nose The nose functions analogous to the ear.
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ber of processes that can be active at the same time19; communica-
tion channels and notifications are also limited in number. These more
abstract restrictions only have minor effects on the simple initial sce-
nario modelled here, but are expected to be crucial for the extension of
the method to further emotional phenomena. Another notable more
abstract type of resource are emulators that encapsulate emulation
knowledge of the typical behaviours of other elements of the world.
The only implemented variant is a predictor for the behaviour of an-
other agent (used as a resource Child Predictor in the next chapter).
The implementation in the current case is simplified to the detection
of movement towards or away from an object. Such emulators are ex-
pected to form the basis for more complex reasoning about the world
as well as for theory of mind modules in further extensions of the agent
architecture and are thus modelled explicitly as a limited resource.

5.3 Summary
In this chapter, parallel processes were introduced as the procedural
primitives of the agent architecture presented in this thesis as well as
the importance of process configurations in the description of agent
instances. Further, the modelling of limitations of the agent as re-
sources was described followed by the description of the implemen-
tation of these building blocks as realised in the BehBehBeh system.
Finally, the types of processes used in the implementation have been
described and the resources that make up the abstract limitations and
the physiology of the BehBehBeh agents have been introduced. The
next chapter will describe these agents in more detail and how they
are used to model an initial emotional phenomenon.
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6 Disgust as First Emotional
Phenomenon

Where the instantiations of the modelling primitives in an ex-
ecutable environment for reproducing a specific emotional
phenomenon are described. Where the extension of the im-
plemented methods to further areas of emotional life is de-
scribed. Where the relevance of the concepts developed in
previous chapters is tested in the analysis of further scenar-
ios.

BehBehBeh is the testbed system developed for the purposes of this
thesis. It is used to simulate an episode of the emotion disgust, involv-
ing, mainly, a mother, a child, and a piece of dog poop. The name is an
abbreviation of ‘Behaving affectively Behoving affective Behaviour’20.
Figure 6.1 shows the two agents in the 3D environment.
As explained in section 1.2, the approach of this thesis is not to

create a general framework and then derive instances of models us-
ing it, but to bootstrap a framework by incrementally modelling dif-
ferent emotional phenomena while reusing successful structures. The
BehBehBeh testbed system described is the first instance of an emo-
tional phenomenon modelled using this approach. Structures and de-
sign patterns that can already be argued as scenario-independent are
described in the previous chapter. This chapter describes the struc-
tures used for a specific emotional phenomenon as a basis for long-
term future work that will repeatedly test them for different emotional
phenomena.

6.1 The Disgust Episode
This section introduces the emotional episode that is the target of the
proof-of-concept application of the method presented in this thesis.

20 The name choice was motivated as a continuation of my master thesis project and
to emphasise the shift in focus towards modelling agent behaviour rather than dra-
matic acting. The name of the previous project is ‘Acting Affectively affecting Acting’,
abbreviated as ActAffAct.
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6.1. The Disgust Episode

Figure 6.1: The 3D environment of the BehBehBeh simulation world.

6.1.1 A Disgusting Encounter
The two agents that populate the BehBehBeh world are a mother and
her child. The specific emotion instance that the simulation should be
able to support can be described in terms of the following episode that
mentions only externally observable behaviour:

• Child approaches the dog poop.

• Mother looks at child.

• Mother looks at dog poop.

• Mother initially expresses disgust.

• Mother retreats from the source of disgust.

• Mother reverses direction to approach child.

• Mother's expression intensifies.
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The emotion word disgust subsumes response dispositions aimed at
protecting the body (core-disgust, [Lawrence Calder 2004]), and social
and personal values (socio-moral disgust, [Simpson et al. 2006]). Dis-
gust is assumed to have evolved from a distaste response, but the cur-
rent form of human disgust is largely social. It seems to require incul-
turation since it is not present in infants, and is a rather common topic
of adolescent humour [Rozin et al. 2000]. According to [Frijda 1986],
the expression of disgust reduces sensory contact with distasteful sub-
stances in the mouth and tends toward expelling those substances.
The associated action tendency is labelled ‘Rejecting (closing)’, with
the function of protection and the end state ‘Removal of object’. The
appraisal pattern predicted by [Scherer 2001] involves low levels of
familiarity, predictability, and need relevance; very low intrinsic pleas-
antness; medium urgency; and a very high outcome probability.
The episode laid out above incorporates both the aspect of core dis-

gust and a social variant of showing disgust as a means of social sig-
nalling that is related to socio-moral disgust21. To elaborate, in this
episode, the mother tries to determine whether her child is safe by
looking at it. She detects a (mildly) disgusting object in its vicinity.
The immediate reaction is one of disgust (facially and bodily, by re-
treating), but this reaction is soon counteracted by her concern for the
safety of her child: this leads to her approaching the child. In addition,
the expression of disgust is still shown for the benefit of the child that
should learn that the focus object is in fact a disgusting object for its
mother.
The behaviour of the mother is motivated by what has been de-

scribed in attachment theory [Bowlby 1969]. More specifically, what
is described as the mother's caregiving behaviour system is taken to
be responsible for her concern for her child's safety and well-being.
The attachment behaviour of the infant is part of the complementary
behaviour system also described by attachment theory. Even more in-
teresting for the emotional phenomenon described above is the notion
of social referencing, i.e. the ability to use the emotional reaction of
another agent as a basis for one's own appraisal of a novel situation
[Campos Stenberg 1981; Feinman 1982]. This allows the amplified ex-
pression of the mother to potentially (and likely) influence the future
behaviour of the child with respect to dogpoop (as well as other situa-
tions judged to be similar).

21 The example is constructed to illustrate the potential of modelling with concurrent
processes. It is not directly based on examples from the psychological literature.
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6.1.2 Scenario Analysis

The motivation for the scenario described here is to provide an initial
emotional phenomenon that can be modelled using the chosen building
blocks so that structures usable for further models can be identified.
The purpose of the implemented system is to allow for experimentation
by the scientist using the system in the form of changing the starting
conditions or interacting with the running system as well as inspect-
ing log traces and internal states. A closely related aspect to keep in
mind is the goal of identifying ‘emergent’ patterns of behaviour for the
phenomenon disgust, i.e. behaviour that is to be expected if you model
the basic underlying affective mechanisms respecting the fidelity re-
quirement, see section 2.4.2. The possibility of the emergence of such
patterns, such as the one described above, is also the basis for evalu-
ating the presented system.
For a complete scenario analysis, as argued for in section 2.3, I

also need to consider the details of deployment. The interaction qual-
ities are mostly described in section 5.1.4: the user interface for the
whole system as well as the interaction of agents with their environ-
ment are both based on simulated physics and the simulations are not
time-stepped from the point of view of the agents (even though the
physics simulation and the graphics engine do of course use discrete in-
terpolation internally). Interaction modalities include movement, see-
ing, hearing, and smelling. There are two agents and one user present
in the scenario, see the present section for a typical interaction script.
Any interactions where physical contact between the agents has a func-
tional role (as could be expected for disgust episodes) is explicitly ex-
cluded.
The following sections describe the setup of the agents, i.e. their

bodies and their embedding in the environment as well as their initial
sets of processes and resources. The rest of the chapter will present
the actual sequence of the simulated phenomenon in more detail.

6.2 Disgusting Agents and Processes

For BehBehBeh's disgust scenario, two different agents were modelled.
Both have the same kinds of physical resources, i.e. similar anatomies,
with some differences in the initial configuration of their bone struc-
tures as the child is much smaller and in a bent position suitable for
crawling. The following two sections describe, respectively, the struc-
tures common to both agents and the specific processes of the individ-
ual agents.
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6.2.1 General Structures and Criteria
The general structures of both agents consist of the resources already
described in section 5.2 as well as a set of processes. Part of setting
up the general structure of such an agent model is the decision of what
will be modelled as a process. The main characteristic of the processes
used as building blocks is that they are independently and concurrently
active, i.e. the demise of one process does not influence any other
process unless an explicit link has been established in some form. This
characteristic is also used as a intentionally wide criterion for deciding
on what should be a process in the model: any activity that can exist
independently of other processes.

Eternal Processes

The most basic type of process active in the agents are those that will
be active regularly over the whole lifetime of the agent. Three subtypes
of these eternal processes (see section 5.1.5) are used in modelling the
two agents in the scenario: body-related control processes, high-level
concerns, and management processes. The defining element of these
eternal processes is that they are protected from ending prematurely,
i.e. they cannot be killed by other processes.
Both agents use eternal processes that attend to one specific bodily

resource. The task of these processes is to keep the corresponding
bodily resource in a nominal working base state unless it is acquired
by some other process. For each resource this involves proprioception,
i.e. the regular sensing of its current state (e.g. the current orientation
of the head, or updating the visual sensing data). In addition, for some
resources, regular corrective action is aimed atmaintaining the desired
base state: e.g., in the case of the head, its upright position. These
bodily processes correspond to the autonomic base activity of any living
entity.
The body-related control processes cannot be abstracted away fully

from the concrete agent; they are conceptually the same for both agents
but parameterised to fit the particular physiology. In the case of the
child, it moves by crawling, using both legs and hands, and even though
whole body movement has been simplified compared to the natural ex-
ample of human toddlers, the interaction with the physics calculation
entail a distinct change in movement control behaviours. The addi-
tional contact points with the ground, feet and hands, influence the re-
sults of full body movement even when applied as a force to the trunk
resource.
Figure 6.2 shows the bone structure used in the control skeleton of

the agents and figure 6.3 depicts the corresponding collision volumes
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used in the physics calculations. Both agents use simulated false-colour
vision to get information about their surroundings (using a single Eye
resource). This provides them with a suitable subjective point of view
in the simulated world, as required by the premise of situatedness. The
details of the implementation of sensing are covered in Appendix C.

Figure 6.2: The agents' bone structures used to influence their movement.

High-level concerns of an agent implement its motivations. Con-
ceptually, concerns are dormant and only become active if a suitable
opportunity for satisfaction is noticed or if a change is appraised as
signalling non-satisfaction of the concern. As the building blocks of
the model are active processes, ‘dormant’ here actually means regular
checking of specific conditions and/or registering for notifications of
specific conditions. The actual conditions that are relevant for a con-
cern and how they are detected can be very different: this is the subject
of appraisal in emotion theories and the main idea of my approach to-
wards modelling is to select suitable implementation strategies based
on their merits in the chosen scenarios. The processes that are denoted
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Figure 6.3: The collision volumes used in the calculations of the physics engine.

concerns in this implementation can thus be seen as including a reali-
sation of the monitoring processes of specific concerns. A separation of
monitoring and activation into different processes was not necessary.
If a concern becomes active it creates other derived processes that are
intended to fulfill specific tasks to cope with the detected situation.
Derived processes, described in the following section, often need to

acquire and use the resources of the agent. Management processes
are used to arbitrate between these derived processes in the case of
resource conflicts. They provide the methods for escalation strategies
when resource acquisition fails as described below.

Derived Processes

I use the term ‘derived process’ for any process that was created by one
of the eternal processes to complete a specific task. In relation to emo-
tion theory, some of these derived tasks are notable since they corre-
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spond to the theoretical notions of relational action tendency and cop-
ing. The former are processes created by active concerns that are rel-
atively flexible in deciding on a way to fulfill their task, i.e. to achieve,
maintain, or end a specific relationship with the environment. Coping
processes are those created by relational action tendencies to achieve
specific goals.
The most important task of many derived processes is to acquire

specific resources. Regarding the methods for acquiring a resource
three different general strategies for dealing with failures can be dis-
tinguished:

• Fail-fast: The acquisition process tries to acquire the resource and
aborts immediately if it does not succeed, thus ending its task and
potentially allowing other processes (e.g. the one that created it)
to detect that failure.

• Persistent: The acquisition process tries to acquire the resource
until it succeeds, either by blocking on the acquire call or by re-
peatedly pausing and trying to acquire (both strategies can make
sense, e.g., the latter would correspond to a low-priority task in
priority-based scheduling).

• Escalation: If the acquisition process does not succeed it can no-
tify a separatemanagement process to arbitrate the conflict. Many
different strategies, in turn, are possible for choosing when to no-
tify this process and for the arbitration decisions of this process.
One specific such management process was implemented for the
current scenario that decides in favour of the notifying process if
it can determine that the current resource holder is in a waiting
state and not using the resource actively.

Such a forceful release of a resource can lead to a premature end of
the process previously holding the object. Most derived processes are
designed so that they can be restarted gracefully if this happens.

6.2.2 Individual Process Structures
Regarding the structure of processes, the child is the simpler agent.
Its main ‘high-level’ concerns involve seeking interesting objects and
if possible touching them, as well as regularly looking at its mother.
This provides for the possibility of runtime conflicts between compet-
ing processes and corresponding conflict resolution processes that are
typical of affective processing. However, since the child agent is not
the main focus of the simulation, it is only described superficially here.
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In the following, the rest of the process structure is described for
the mother agent. As a starting point, the mother agent has several
concern processes relating to the child's well-being:

• look_after_child

• protect_child

• teach_child

These processes are responsible to regularly check for the current
activity of the child, to protect it from harm, if there is any indication
of possible harm, and to use opportunities that present themselves to
teach the child about good and bad. How the processes fulfill their
responsibilites is not fixed. These processes have that status of base
concerns, i.e. they are eternal and search for opportunities to use the
current activity of the agent to their advantage. For example, while the
first concern is named look_after_child it might use either current visual
data or aural data to satisfy its motivation to know about the current
state of the child. If there is no other way, concerns can use strategies
to escalate their influence, as described below.
As mentioned in section 2.3, an interesting property of scenarios for

affective agents is if they involve conflicting tasks as the resolution of
such conflicts is an important part of emotion. To ensure that task and
resource conflicts will happen in this scenario, another base concern
was used that motivates themother agent to mind the table in the scene
by looking and approaching it regularly:

• mind_table

Another eternal process was used as part of one of the escalation
strategies:

• regulate_conflicts

This process can be notified by a concern process, when attempts
to acquire a resource have failed, creating a situation of urgency that
needs arbitration. As mentioned above, the strategy implemented in
the regulate_conflicts process arbitrates a conflict by looking at the
current activity of the current holder of the resource. If it is waiting
for a response from the resource, the request for conflict resolution
is denied; if the resource is not directly used, e.g. because the pro-
cess is waiting for another process, or simply waiting for a timeout,
the request is granted and the resource is temporarily transferred to
the other process. Note that this arbitration strategy does not prevent
occurence of deadlocks or livelocks, both are possible and the present
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6.2. Disgusting Agents and Processes

architecture is not intended to prevent them. On the contrary, the pos-
sibility of livelocks for example is even a worthwhile property of a sim-
ulation of affective behaviour. In practice, there are areas where locks
need to be prevented. For this purpose, the implementation employs
a specific order of resource acquisition for processes that acuire more
than one resource. Competition between different processes notifying
the management process cannot occur in the current implementation
due to the nature of cooperative microthreading (i.e. only one process
can be notifying it at a time). For future models using other implemen-
tation strategies such meta conflict resolution could be an interesting
topic to investigate.
All other processes are started indirectly by bodily processes or one

of the concern processes above. Typical processes used in the imple-
mentation include finding an object, checking whether a specific object
is currently visible, approaching an object, checking the status of a re-
source, and evaluating the relation of two objects in view (e.g., the
distance of their object centres or whether they are moving towards or
away from each other).

6.2.3 Disgust in Detail
This section presents a detailed walk-through of the unfolding of the
modelled phenomenon of disgust in the BehBehBeh system. Figure 6.4
shows a sequence diagram of the processes active in the mother agent
during a possible interaction sequence corresponding to the emotion
instance described in section 6.1.
As shown here, the relevant sequence of processes can be started by

the concern look-after-child This is, however, only one possible starting
point, as noted in the following list that describes this specific sequence
in more detail.

1) Initially, there are several processes active in the mother-
agent. One process, look-after-child, is responsible for sat-
isfying the mother's concern for the well-being of the child.
This process is active periodically to look for matches with its
sensitivities, as are other concern-relevant processes: protect-
child, teach-child, and the regulation process regulate-conflicts.

2) The process look-after-child acquires the resource Eye, ac-
tively searches for the child visually, and detects that the
child is visible22: a novel event. Thereupon, it spawns a pro-
cess to interpret the current physical activity of the child as
movement.

22 Another possibility would be that some other process that uses the Eye detects
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Figure 6.4: Processes in a mother in the child and disgust scenario.
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3) Interpret-move uses the resource Eye to find target objects
near the child. If a potential target is identified, it spawns
a process (identify-object) to identify the object and another
one (predict(child)) to predict what the child will be doing.

4) As soon as identify-object has a first identification (dog poop)
it starts an evaluation process. Similarly, the prediction pro-
cess, after using a Child Predictor resource and the current
result of the identify-object process, spawns a process to eval-
uate the predicted action.

5) The evaluation of the dog poop appraises it as unfamiliar and
intrinsically unpleasant. The resulting relational action ten-
dency (RAT) triggers the process for expressing disgust and
receding from the object as coping action. Each of these pro-
cesses starts by acquiring the relevant resources, Face and
Legs.

6) The evaluation of the predicted action (the child touching the
dog poop) has identified a threat: possible harm for the child.
The process protect-child is notified of the potential threat
and reacts by creating a new process to remove the threat
(an action readiness) which, in turn, instantiates a process
for approaching the child.

7) The approach process tries to acquire the Legs but fails, be-
cause the recede process is controlling this resource. The
process regulate-conflicts is notified by the action monitoring
provisions of approach and arbitrates by ending the process
recede since it is currently in a waiting state and not sending
movement actions.

8) Concurrently, the process teach-child detects that the pro-
cesses remove-threat (a coping process targeting a bad ob-
ject) and express-disgust (an expressive process targeting a
bad object) are related via the object involved. The respon-
sibility of the process teach-child is to find connections be-
tween processes related to the concern process protect-child
and in the current implementation this is this is very much a
specialised rather than a generalised process. It reinforces
the process for expressing disgust by transferring control to
it temporarily.

movement of the child. Look-after-child could then be notified if it was monitoring any
changes involving the ‘child object’.
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6. Disgust as First Emotional Phenomenon

Not implemented, but part of the original idea based on the scenario
analysis was the addition of a possible further event:

• Finally, the object identification process finds new evidence (the
dog poop is actually made of chocolate) and reinitialises the eval-
uation process. Consequences this might normally have (overt
signs of alleviation and humour, related internal process recon-
figuration) are suppressed by regulation as incompatible with the
ongoing, reinforced, expression of disgust.

The possibility of this sequence of agent interaction based solely
on the interaction and coordination of processes without the use of a
central evaluation structure can be regarded as a first evaluation of
the suitability of the present approach towards modelling affective pro-
cesses as described by process-based emotion theories.

6.2.4 Shortcuts
Several shortcuts have been taken in this process-based modelling of a
disgust episode. Most notably, as described in section 5.2, the intrica-
cies of sensing and acting in the environment have been simplified to
a process that employs a resource to retrieve current data. Predicting
actions of others (the child) and forming expectations by internal sim-
ulation has also been abstracted into a ready-made resource. Further,
any knowledge required and used by the processes is not accounted for
in the model. As an example, the identification of objects has to access
some body of prior knowledge, that is here encoded in a one-to-one
relationship between objects and colours. In an evolution of the agent
architecture, such prior knowledge might be modelled as exclusive and
specific to one type of process or as a shared (set of) resource(s). The
same holds for the detection of the relation between threat, disgust,
and dog poop based on the examination of (relations between) active
processes. I expect that during the evolution of the framework and
building of simulations of different emotional phenomena of increas-
ing detail, shared knowledge will be introduced as resources. The next
sections describe the evaluation of the presented implementation and
the expectations and plans for the extension of the modelling approach
to different emotional phenomena.

6.3 Evaluation of the Modelled Phenomenon
As already explained in section 1.2.3, the presentedmodelling approach
poses a significant problem for short-term evaluation. It is intended as
a program for long-term research that would provide substantial re-
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sults to be evaluated only in later stages. However, of course an eval-
uation of the presented system is necessary. Of the three different
evaluation criteria mentioned in section 1.2.3, only the feasibility tests
make sense in the current context. Section 6.1.2 suggests the defini-
tion of a pattern of behaviour of disgust that should emerge from the
interaction of the processes modelled. For this purpose the scenario
script presented at the beginning of this chapter was used as a refer-
ence for the behaviour to be achieved by the system. Analysis of the log
traces of the system showed that for starting conditions that included
the two agents in the proximity of the dogpoop object an interaction se-
quence similar to the described one occurred in about half the runs23.

6.4 Incremental Extension to Other Emotional Phenomena
The disgust emotion modelled in the BehBehBeh system is only a first
instance of the research work proposed in this thesis. The methodology
presented in section 1.2 states explicitly that rigid behavioural struc-
tures in the implementation of agents should be avoided. This decision
entails that a specific agent instance runs the risk to be specifically tai-
lored to one scenario. As a counter-measure, my approach involves the
incremental extension of the modelled phenomena, i.e. the successive
modelling of different emotional phenomena and, most importantly, the
identification of commonalities motivated not by the wish for abstrac-
tion (a common pitfall of computer scientists in modelling applications)
but by the needs of the different scenarios.
Potential candidates for the extension of the presented disgust sce-

nario are emotional episodes of happiness or pride. These phenomena
would constitute a natural extension of modelling the behaviour of the
two agents by implementing the explicit detection of an agent's own
competence. For example, the successful handling of a situation such
as the one modelled in the disgust scenario can trigger an evaluation
of one's own competence in dealing with the situation. This evaluation
could then result in the diffuse feeling of happiness or a distinct feeling
of pride, depending on how crisp, or ‘conscious’, the evaluation was.
In the case of the child expressing happiness about its current situa-
tion, this in turn can trigger reciprocal confirmation behaviour by the
mother.
Another potential avenue of development can be taken from the dif-

ferent behaviour systems described by attachment theory. The child
23 Of course, this is only a qualitative evaluation. A more quantitative analysis would

of course be possible, but also absurd for the present system due the lack of a reference
point to compare it to.
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losing contact with its mother due to the loss of direct sight behind
trees can result in episodes of distress.
While no extension of the BehBehBeh agent architecture to further

emotional phenomena has yet been completed, the following section
describes the application of the basic methodology and the scenario-
based analysis method to different related scenarios. These were per-
formed in parallel to the work described above and served as a ref-
erence point to keep the methodology general enough to be useful in
different applications.

6.5 Application in Different Scenarios
This section describes two specific scenarios that were not targets of
implementation of the agent architecture described above, but objects
of analysis using the scenario-based method described in section 2.3.
The systems are the interactive exhibit ‘The Invisible Person’ [Petta
1999, 2003] and the music companions developed as part of the EU
project RASCALLI [Krenn Schollum 2008].
As described in section 2.5, the Invisible Person includes the simu-

lation of a single child-like agent presented on a stage in a museum so
that visitors can interact with it by stepping onto the stage. The agent
itself is presented on a projection wall in front of the stage that also
displays a digitally reversed camera picture of the stage itself, result-
ing in a ‘magic mirror’ [Maes et al. 1994]. The interaction qualities as
seen from the agent's viewpoint in this interactive exhibit are very sim-
ilar to the BehBehbeh system, thus the implementation choices of the
resulting sytem served as a very useful reference for the design of the
process architecture of BehBehBeh. As one example of a difference
that is directly reflected in design decisions, consider the purpose of
the two systems. The purpose is decidedly different in that the Invisi-
ble Person has to engage visitors continuously and provide entertaining
displays of behavour rather than simulate behaviours with some degree
of physical realism. This is a direct consequence of the setting of and
the interaction possibilities for interacting with the system. A visitor
can, after all, also walk through a virtual character that is only pro-
jected onto a screen (even though the system detects these situations
and actively tries to avoid them). The design of the different animation
components in these two systems are based on these different scenario
characteristics: while the Invisible Person has a single queue of anima-
tions that needs to be filled continuously and without interruption while
being kept short enough to preserve a sufficient degree of reactivity,
BehBehBeh agents are animated based on the output of a physics sim-
ulation, use a set of basic processes to stabilise their simulated bodies
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and can and will be influenced by other objects in their environment.
As part of the project RASCALLI (Responsive Artificial Situated Cog-

nitive Agents that Live and Learn on the Internet) a framework was
developed for Internet aware service agents that serve as companions,
providing access to knowledge in a specific domain. The example appli-
cation central to RASCALLI is that of a music companion, i.e. a virtual
agent that can be queried about information related to artists, songs,
or genres. As part of the RASCALLI project, I implemented an exten-
sion of the music companion agent that was based on the evaluation of
the affective potential this scenario presented. The original agents de-
veloped in RASCALLI use turn-based question and answering as main
pattern of interaction with a single user, i.e. from the viewpoint of the
agent, this interaction is restricted to receiving a natural language in-
put that is predominantly interpreted as a question. The user can also
provide negative or positive feedback (scolding or praise) triggered by
pressing dedicated buttons on the graphical user interface. The poten-
tial for emotion instances in this scenario is restricted to the feeling of
competence when a specific question can be understood and answered
correctly (as far as the agent is concerned) and the potential for pride
in case such a ‘good answer’ is rewarded with praise, as well as cor-
responding opposites. The extension of the music companion added a
separate layer of agent concerns that are active over a longer period
of time. Apart from the concern to answer questions, the agent also
considers possibilities to learn more about the preferences of the user
by asking questions proactively, and it considers the need to receive
regular input from the user and can choose to shun the user if this
need is not met. This concern structure allows for the implementa-
tion of a companion with an attitude, i.e., a personality agent. A direct
consequence for the agent architecture resulting from this extended
scenario was the need for an equivalent of persistent processes in the
predominantly reactive architecture.

6.6 Summary
This chapter presented the instantiations of agents in the BehBehBeh
systems based on the building blocks described in the previous chap-
ter. The emotional phenomenon of disgust, chosen as a starting point
for the modelling effort, was described and the process structures in-
volved in recreating an episode of disgust were presented. Further, the
plans for extension of the modelled phenomena as required by the mod-
elling approach were laid out and the application of the scenario-based
analysis method to related applications was introduced.
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7 Conclusions
Where the main contributions of the thesis are summarised
and a plan for potential future work is laid out.

This chapter summarises the main contributions described in this
thesis regarding the research on intelligent autonomous situated agents
and its relation to and interaction with the modelling of emotion. It also
presents an outlook on potential and planned future work.

7.1 Main Contributions of the Thesis
Regarding the objectives laid out in sections 1.2.1 and 2.4, the virtual
world developed for the purposes of the thesis provides for the com-
plexity of embodiment, sensing and acting over time, multimodality,
and real-time interaction. It respects the limited control a situated
agent has over itself and its environment. A suitable basis to tackle
the longer-term objectives was thus established.
A theoretical contribution of this thesis is the scenario-based anal-

ysis method for characterising the scenario of use of a specific agent
architecture. In section 2.3, I introduce the concept as a new and es-
sential means to capture the emotional potential of a scenario. The
main parts of a scenario description are the motivation for building the
system, its purpose and the details of a possible deployment. In chapter
4, I use elements of scenario description for the evaluation of related
work. In section 6.1.2, the initial scenario chosen for the implementa-
tion described in this thesis is presented using the method.
The sections 3.1 and 3.1.3 analysis recent theories of emotion and

their relation to implemented models as a theoretical foundation for
the modelling approach presented. As part of this approach, the con-
tributions of this thesis include the proposal to use explicitly bounded
resources and concurrent processes as building blocks for computa-
tional modelling of emotion in a virtual world. Motivated by the re-
quirements and the potential of the specific scenario chosen and by
concepts used in emotion theories, I proposed these building blocks to
focus on the identification and management of parallel processes and
the resources they access. This approach aims at an incremental mod-
elling of a growing collection of emotional episodes, with a clear doc-
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umentation and delineation of technically necessary simplifications of
the natural phenomena. Chapter 5 and the appendix provide details on
the implementation of these building blocks based on cooperative mi-
crothreading. Chapter 6 presents the first scenario implemented. The
structures identified as useful in this implementation based on techni-
cal considerations and reference to emotion theories provide the basis
for extending the framework by modelling further emotional phenom-
ena.

7.2 Future Work

As already mentioned in section 6.4, the continuation of the research
endeavour described in this thesis can be carried out in a number of
directions. The main part of future work is to continue the modelling
approach and continually research and refine the commonalities of pro-
cess architectures found by extending the covered emotional phenom-
ena. Apart from this avenue of future research, however, several other
opportunities can be identified.
One such direction for future work is the use of formalisation meth-

ods for concurrent processes, i.e. process algebras such as Communi-
cating Sequential Processes (CSP) [Hoare 1985]. Such methods would
offer a more rigorous approach to define the interactions of processes
that form the core of this thesis. However, at the current state of de-
velopment such a formalisation would likely not provide any immediate
added value or even hinder the requirement to keep the process struc-
tures as flexible as possible and was therefore not yet undertaken.
A promising area for improvement is also the emergence of new

technologies and software packages suitable for the implementation
of such systems. One example is the project PyPy24, an open source
project, the development of which was also funded as an EU project.
Some of the goals of PyPy are support for cooperative microthreading
on the language level as well as provisions for real concurrency primi-
tives, constraint programming, and logic variables. All of these can be
harnessed to simplify the structure of the modelling framework BehBe-
hBeh. Currently however, the PyPy project is not ready for use in appli-
cations with real-time interaction requirements and it does not support
the necessary interfaces needed for the integration of the subsystems
of BehBehBeh. Another candidate technology is the Erlang program-
ming language25 and its support for concurrency, but the same caveat
about the difficulty of interfacing with other system components ap-
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plies.
Another important topic is the relation of any affective agent ar-

chitecture to neuroscientific knowledge about the architectures of the
brains of humans and other animals [Granger 2006]. The imaging tech-
niques used in neuroscience are still very limited with respect to ques-
tions of process models of cognitive capabilities. However, recent ad-
vances have provided much more detailed insights into the structural
organisation of the cortex and brain regions involved in affective be-
haviour. A correspondence between the components of an agent archi-
tecture and the structures identified in neuroscientific studies cannot
validate the architecture on its own, but it can provide supporting evi-
dence. Further, considerations of the ontogenetic development of such
an architecture could inform the design of future iterations.
A promising candidate aspect for future work is the extension of the

coverage of ‘higher level’ capabilities such as complex memory forma-
tion, planning, and deliberation. These capabilities were explicitly ex-
cluded as formative components by the proposed architectural design
principles, but similar facilities should arise for more complex scenar-
ios using the chosen building blocks.

7.3 Summary
This chapter summarised the main contributions of the thesis. I also
laid out some of the many potential avenues of future work.

24 More information can be found at http://codespeak.net/pypy/ regarding the soft-
ware and at http://pypy.org/ regarding to the EU project.

25 http://www.erlang.org/
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A. Microprocesses Package Based on Python and Twisted

A Microprocesses Package Based on
Python and Twisted

This appendix describes the interface of the microprocesses package,
a Python package that implements cooperative microthreading based
on Python generators and the network library Twisted. I implemented
the package mainly for the purposes of this thesis. The features of
Twisted most relevant for the microprocesses package are its cen-
tralised event-loop (the reactor) and the concept of a deferred result
that can be used as an event notification mechanism. Further, Twisted
provides for a solid integration of network communication with other
system components.
The following paragraph gives a concise description of the micro-

processes package that presupposes the reader is familiar with Python
and Twisted terminology. The rest of the section documents the basic
interfaces of the microprocesses package and provides simple exam-
ples of use.
Microprocesses are based on Python generators transformed with

twisted.defer.inlineCallbacks: this is a decorator that turns a gen-
erator function into a kind of tasklet that can be run with twisted. Such
a microprocess can yield any Deferred and will be resumed when the
result is available. This mechanism provides an easy way to build arbi-
trary waiting behaviours and both one-off and persistent communica-
tion channels. The latter type of channels uses channel objects whose
methods return Deferreds for new data received (both blocking and
non-blocking variants are available).
Themain interfaces of themicroprocesses package are implemented

by the following classes:

• Microprocess
A Microprocess wraps a coroutine (called generator in Python)
adding methods so that it can be run as a process and adds meth-
ods callable from within the generator for the interaction with
schedulers and other processes.

• Task
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A Task wraps a Microprocess while actually running and adds an
external interface for activating, pausing, cancelling, and check-
ing the result of the process. Any scheduling decisions are dele-
gated to a Scheduler.

• Scheduler
A Scheduler is used to create Tasks from Microprocesses. It is
responsible for the scheduling decisions, and subclasses can pro-
vide variants, e.g. versions that can be influenced from within
proceses.

In summary, a Microprocess is the function-like definition of what
can be run. To run it, you need to create a Task, either by directly
adding a Microprocess to a Scheduler or from within a Microprocess.
Either way, each Task is associated with a Scheduler that is responsi-
ble for (re)scheduling time-slices. The Scheduler can also be used to
establish communication channels to other running Microprocesses.
Similar to the use in Erlang, the term ‘process’ is often used when

threads of execution share no data with each other, while ‘thread’ is
used when they share data in some way. So while the microprocesses
package is an implementation of what is commonly called cooperative
microthreading, the user is encouraged to use explicit communication
between active elements (although data sharing is not prohibited by the
language). It is for this reason that the notion of ‘processes’ is used in
the name.
Figure A.1 shows the most basic interface of a Microprocess. Yield-

ing Deferreds inside the __call__ method of an actual Microprocess
(such as the one returned by the pause method) possibly causes the
responsible scheduler to halt execution until the occurrence of some
event. Examples of other yieldable objects used in the agent imple-
mentations are requests to acquire a resource, requests to resources
to perform a status update or some other interaction, and requests to
communicate with another process. Furthermore, newly created pro-
cesses expose at least one Deferred that allows other processes to wait
for their result.
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class IMicroprocess ( Interface ) :
' ' 'A microprocess can be run pseudo−concurrently with other
microprocesses (and anything run by twisted ) .
The __call__ method provided by subclasses needs to be a
generator function ( i . e . i t must contain the yield keyword) .
' ' '

task = Attribute ( ' ' 'The task this microprocess is running as .
None unti l actually scheduled . ' ' ' )

def __call__ (*args , **kwargs ) :
' ' ' This is run when this microprocess ' task is activated .
I t needs to be a generator and is automatically wrapped
(by a metaclass ) as a twisted−compatible function
wrapping the generator .
' ' '

def pause(delay=None) :
' ' 'Pause for delay seconds . I f delay is None, pause for
an interval determined by the scheduler .
The actual delay (and possibly the meaning of 'seconds ' )
depends on the scheduler .
' ' '

Figure A.1: The IMicroprocess interface.
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B Resources and Interprocess
Communication

This section describes the implementation of resources and interpro-
cess communication in BehBehBeh. Resources are implemented as
simple objects protected with mutual exclusion locks. However, there
are some differences to the usual mechanisms of concurrency primi-
tives in programming languages that support threads. Resources in
BehBehBeh can be acquired synchronously or asynchronously, i.e. in a
blocking or non-blocking manner, where the latter variant uses the De-
ferredmechanism of Twisted while the former signals non-availability
with an exception that also references the current holder of the re-
source. Blocking calls can be instrumented with a timeout. This allows
for checking the availability of a resource.
To allow for intervention into resource acquisition by (for example,

affective) processes, the queue of processes waiting for a specific re-
source can be influenced by promoting a specific process to the front.
Figure B.1 shows the interface of a resource provider object that is re-
sponsible for providing access to a group of resources. Details about
the implementation of specific resources that were modelled in the Be-
hBehBeh scenario are described in Appendix C.
Interprocess communication, including the notification of processes,

is implemented using the Deferredmechanism. Any process that wants
to accept messages can create a communication channel and publishes
it under a unique name. Note that this choice of using unique names to
denote communication channels was an implementation shortcut that
later implementations should replace with an explicit setup of commu-
nication links. Any other process that has access to the channel can
send messages to the process. The channels themselves can accept ei-
ther a single message (once or repeatedly) or they can use a queue to
accept messages indefinitely and without blocking.
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class ResourceProvider( object ) :
' ' ' Provide access to a group of resources
by acquiring and releasing them. ' ' '

Resource = Enum( 'HEAD' , 'TRUNK' , 'EYE' )

def acquireNow( self , proc , resourcename) :
' ' ' Try to acquire a resource immediately ,
raise an exception i f already taken .
`proc` is the microprocess trying to acquire .
' ' '

def acquire ( self , proc , resourcename, timeout=None) :
' ' ' Acquire a resource , block i f already taken .
`timeout` can be a positive amount of seconds to wait ,
after the period elapses an exception is raised .
`proc` is the microprocess trying to acquire .
' ' '

def promoteAcquisition ( self , acqdeferred , resourcename) :
' ' 'Move the DeferredAcquisition `acqdeferred` to the
front of the queue for `resourcename`.
' ' '

def release ( self , proc , resource ) :
' ' ' Release a resource , f i re any queued acquisition attempts .
`proc` is the microprocess trying to release .
' ' '

Figure B.1: Example interface of a resource provider object.
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C Physics and 3D Engine Integration in
BehBehBeh

The implementation of the environment simulation for the scenario of
BehBehBeh is based on the open source graphics engine Ogre3D and
the physics engines Newton Dynamics and Bullet, exposed to Python
by the language binding Python-Ogre. 3D modelling as necessary to
create the environment and the agent models and animation skeletons
was performed using the open source modelling application Blender.
In order to provide a solid foundation for the modelling and simu-

lation approach presented in this thesis, it was necessary to ensure a
consistent simulation runtime (e.g. using standard techniques such as
frame-rate independent graphics update based on physics engine cal-
culations) and to decouple agent and environment simulation while re-
taining an interaction that is as immediate as possible. For this I used
the network library Twisted and Foolscap, a communication protocol
based on it. As mentioned in Appendix A, Twisted was already instru-
mental in the implementation of a simple and controllable cooperative
microthreading package.
Another requirement for the simulation approach presented is based

on the assumption of agents that are physically situated. This assump-
tion also holds for the user that is interacting with the system using a
character controller. Thus it was necessary to implement a character
controller that never violates physics constraints. Although the inter-
action allowed in the system currently is rather simple (i.e. movement
through the world and the application of a force to objects), this is still
a deviation from standard character controllers in most interactive 3D
programs. One obvious consequence is that when the user pauses the
simulated environment, he or she cannot move anymore, i.e. (nearly)
the same rules apply for the observing user as for the simulated agents
themselves. The user is present in the environment as a physical object
(currently only as an oblong trunk). He or she can see parts of his or
her body and its shadow, he or she can grab and move objects as well
as bump into them, and he or she will be sensed as part of the environ-
ment by the agents. The second part of controlling characters involves
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the control of the bodies of the agents. For that purpose, I implemented
a simple ragdoll model (dependent on the capabilities of the physics en-
gine used) that is only controlled by applying forces and torques (and
thus does not violate physics constraints). The only concession to ease
control is the use of a so-called UpVector constraint that keeps the cen-
tral part of an agent's bone structure upright at all times. Other than
that, all control of agent characters is done through the application of
forces and torques to individual bones. Note that while this results in
awkward movements at best in simple implementations, this is an ad-
vantage from the viewpoint of the modelling approach of this thesis.
The resulting necessity of continuous control corresponds to the same
requirement of real agents in the wild.
The artificial vision of agents also had to comply with the situated-

ness assumption. To simplify the object identification processes of the
agents, false-colour rendering was used, i.e. there is a defined one-to-
one correspondence between sensed pixel values and object identities.
The render-to-texture capabilities of current commodity graphics cards
do not allow for a high sampling rate (i.e. reading the rendered texture
back into memory to make it accessible to simulated agents) if sev-
eral agents are to be simulated on the same machine. However, the
simplification of false-colour rendering, a reduction of resolution, and
adequate caching mechanisms enable access to a rendering of the sub-
jective viewpoint of about 3 agents 10 times per second26. While this
provides in no way an adequate model of human vision, it fulfills the
requirements put down for this work, in that perception is not a fully
automated process, but rather an active one that consumes resources
and is limited to the current subjective viewpoint. The salient features
of objects perceived are then their colour, their pixel count, and the
pixel centre (i.e., the average of the pixel positions relative to the cur-
rent viewport). The latter centre is then used to approximate, e.g.,
the distance between objects and their direction of motion. Artificial
hearing and smell were implemented using spheres of influence with
a sharp cut-off limit. Future work can include the extension of these
models using 3D sound libraries and corresponding hardware support.

Such a simulation environment that depends on the integration of
many software components is much easier to manage if there are con-
tinuous tests that give an indication about possible regressions or other
problems. For this purpose, buildbot was used to setup automatic test-
ing (using unit tests, Python doctests, and pylint) and for building the

26 This is of course only anecdotal evidence and highly dependent on the actual
hardware system used (in this case, an ATI Mobility Radeon 9700 graphics card on a
Pentium M 735 notebook).

122
155



documentation (using epydoc and docutils).
I would like to thank all the contributors of the great software I could

freely use to implement the main test scenario of this thesis. Table C.1
lists these packages and their current websites.

Table C.1: Software used to design and implement BehBehBeh.

Python http://www.python.org/
Ogre 3D http://www.ogre3d.org/
Bullet http://www.bulletphysics.com/
Newton http://www.newtondynamics.com/
Python-Ogre http://www.pythonogre.com/
Blender http://www.blender.org/
Twisted http://twistedmatrix.com/
zope.interface http://pypi.python.org/pypi/zope.interface
Foolscap http://foolscap.lothar.com/trac
Buildbot http://buildbot.net/
docutils http://docutils.sourceforge.net/
epydoc http://epydoc.sourceforge.net/
pylint http://www.logilab.org/project/pylint
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Glossary

Glossary

This glossary also lists relevant abbreviations used in the text. The
number at the end of each entry indicates the page on which the term
is defined or first used.

ABSM Agent-Based Social Modelling 24
ActAffAct Acting Affectively Affecting Acting 36
Agent In the context of this thesis, agent usually refers to a virtual
body and its control architecture. Agents are embedded in their envi-
ronment, both environment and agents form the virtual world 13
AI Artificial Intelligence 11
AOSE Agent Oriented Software Engineering 23
APA Autonomous Personality Agent 25
Autonomy Ability of an agent to actively limit or allow influences of
the environment on itself 29

BDI Belief-Desire-Intention 13

ConcernDisposition to desire occurrence or non-occurrence of a given
kind of situation [Frijda 1986] 29
CPM Component Process Model 34

ECA Embodied Conversational Agent 25
Environment In the context of this thesis, the environment is the rest
of a virtual world as seen from the viewpoint of an agent 13

HCI Human-Computer Interaction 13

JAM Java Agent Model 36

NPC Non-Player Character 25

OCCOrtony-Clore-Collins, an emotion theory published in [Ortony et al.
1988] and referenced by the specialisation for believable agents pub-
lished in [Ortony 2003]. 13

SEC Stimulus Evaluation check 16
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Glossary

Situational meaning structures Situational meaning structures (or
appraisal frames) are theoretical constructs [Frijda 2007] that aggre-
gate information of individual appraisal checks 16
SOA Service Oriented Architecture 23

Tabasco Tractable Appraisal-Based Architecture for Situated Cogniz-
ers 36

Virtual World In the context of this thesis, a virtual world consists of
agents and their environment 13
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Index

ActAffAct, 13, 36
Action monitoring, 34
Action readiness, 35
Action selection, 55
Action tendency, 43
Affective agent architecture, 12,

22, 26
APA, 25, 32
Appraisal, 13, 14, 42
Appraisal register, 36
Autonomy, 24, 29

BDI, 13, 37
Believability, 13
Building blocks, 12, 13, 33, 113

Cognitive appraisal theories of emo-
tion, 34

Cognitive architecture, 14, 33
Cognitive Science, 25
Concern, 29, 43, 46
Control precedence, 35
Cooperative microthreading, 12
Core relational theme, 32
CPM, 34

Decision making, 29, 55
Direct coupling, 30
Disgust, 12, 17
Drama, 13, 31

ECA, 25, 29
Embodiment, 15
Emotional potential, 12, 26, 113

Folk psychology, 27, 40

HCI, 13

Interaction qualities, 27
Interactive storytelling, 12, 22
Interactive storyworld, 31

Level of processing, 41
Lifeworld, 15
lifeworld, 30

Motivation, 25, 27
Multimodality, 16

Narrative paradox, 32
NPC, 25, 32

OCC, 44

Physics simulation, 34

Real-time interaction, 16, 29, 32

Scenario-based analysis, 12, 22,
26

Situational meaning structure, 16,
37, 49

Soar, 33
Stimulus Evaluation Check, 43
Stimulus evaluation check, 16

Tabasco, 11, 36
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